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Abstract

Recent advances in genome sequencing technologies have unleashed a flood of new data. As a result, the computational analysis of bioinformatics data sets has been rapidly moving from a lab-based desktop computer environment to exhaustive analyses performed by large dedicated computing resources.

Traditionally, large computational problems have been performed on dedicated clusters of high performance machines that are typically local to, and owned by, a particular institution. The current trend in Grid computing has seen institutions pooling their computational resources in order to offload excess computational work to remote locations during busy periods. In the last year or so, commercial Cloud computing initiatives have matured enough to offer a viable remote source of reliable computational power. Collections of idle desktop computers have also been used as a source of computational power in the form of ‘volunteer Grids’.

The field of bioinformatics is highly dynamic, with new or updated versions of software tools and databases continually being developed. Several different tools and datasets must often be combined into a coherent, automated workflow or pipeline. While existing solutions are available for constructing workflows, there is a clear need for long-lived analyses consisting of many interconnected steps to be able to migrate among Grid and cloud computational resources dynamically.

This project involved research into the principles underlying the design and architecture of flexible, high-throughput bioinformatics processes. Following extensive research into requirements gathering, a novel Grid-based platform, Microbase, has been implemented that is based on service-oriented architectures and peer-to-peer data transfer technology. This platform has been shown to be amenable to utilising a wide range of hardware from commodity desktop computers, to high-performance cloud infrastructure. The system has been shown to drastically reduce the bandwidth requirements of bioinformatics data distribution, and therefore reduces both the financial and computational costs associated with cloud computing. The system is inherently modular in nature, comprising a service based notification system, a data storage system scheduler and a job manager. In keeping with e-
Science principles, each module can operate in physical isolation from each other, distributed within an intranet or Internet. Moreover, since each module is loosely coupled via Web services, modules have the potential to be used in combination with external service oriented components or in isolation as part of another system.

In order to demonstrate the utility of such an open source system to the bioinformatics community, a pipeline of inter-connected bioinformatics applications was developed using the Microbase system to form a high throughput application for the comparative and visual analysis of microbial genomes. This application, Automated Genome Analyser (AGA) has been developed to operate without user interaction. AGA exposes its results via Web-services which can be used by further analytical stages within Microbase, by external computational resources via a Web service interface or which can be queried by users via an interactive genome browser.

In addition to providing the necessary infrastructure for scalable Grid applications, a modular development framework has been provided, which simplifies the process of writing Grid applications. Microbase has been adopted by a number of projects ranging from comparative genomics to synthetic biology simulations.
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Chapter 1

Introduction

1.1 Data explosion in Bioinformatics

Bioinformatics involves the application of computing science and mathematical techniques to help understand biological data. The first protein sequence, that of the B-chain of insulin, was determined during the 1950s by Sanger et al. [270]. This achievement was followed by Fier’s group [162] in 1972, who were the first to determine the nucleotide sequence of a single gene. Advances in sequencing techniques during the 1970s [267, 210, 269] permitted the complete genome sequencing of several small sequences, such as individual genes of bacteriophages [93, 268]. Since then, the throughput of DNA sequencing has seen rapid increases due to the refinement [11], automation [212] and parallelisation of the process. A major achievement was the sequencing of the first genome of a free-living organism, Haemophilus influenzae Rd, in 1995 [96]. The Sanger method has seen several refinements resulting in greater efficiency; read lengths have approximately doubled in the past 10 years. Large-scale industrialisation of the Sanger method has also taken place, with several large sequencing centres now operating hundreds of sequencing machines [138]. New sequencing methods have also been developed [207, 138, 259, 264].

Improvements in technology, coupled with large-scale deployment of sequencing hardware has seen efficiencies of scale reduce the cost per genome sequence. Sequencing entire bacterial genomes is now almost routine. Despite the cost reductions achieved to date, there is still a long way to go before the long-term goal of the ‘$1000 human genome sequence’ is realised [276, 264, 311]. Nevertheless, genome databases are being populated with hundreds of bacterial sequences at an ever-increasing rate [32].

The GenBank [27] and EMBL [175] sequence databases were established during the early 1980s as
publicly available data repositories into which new DNA or protein sequences could be deposited. Following the release of the first two complete bacterial genome sequences in 1995 [96], there has been an explosion in the number of complete genome sequences that have been made publicly available. The major sequence database repositories, GenBank, EMBL and DDBJ [287]¹, have all shown similar continued exponential growth rates², mirroring the rate at which genome sequencing projects continue to produce new data [191].

As sequencing technologies were leading to an increase in the output of new sequence data, computers with greater memory capacity and computational power were becoming available. With the increased availability of genome sequences and computing power, considerable effort has been focused on developing software tools for automated sequence processing, including functional analyses, feature annotation, and comparison techniques, as well as visualisation utilities. Many software tools have been developed to aid with information storage and processing, and there is an active research area in developing new tools [203, 197]. Analysis tools are varied in scope and scale, ranging from scripts operating over flat-files running on a single lab-based PC, to large massively parallelised annotation pipelines [97]. Bioinformatics tools perform a wide range of analysis tasks. Tools such as GLIMMER [71], GeneWise [34], InterPro [225] assist with sequence annotation tasks. Sequence alignment algorithms such as Needleman-Wunsch [231], Smith-Waterman [280], and utilities such as Blast [6] and MUMmer [176] allow the automated discovery of sequence similarities to be measured and single nucleotide polymorphisms (SNPs) to be identified. These tools aid the construction of phylogenetic trees and provide evidence for evolutionary processes such as gene duplications, deletions, mutation events and gene translations including lateral gene transfers. Other software packages provide graphical interpretations of primary sequence data or the secondary data produced by various analyses [98, 290, 48, 158].

1.2 Scalability

Without scalable systems and systematic approaches for the analysis of bioinformatics data, exhaustive studies of bioinformatics data sets are intractable [167, 91, 277]. The problem of performing large-scale analyses in bioinformatics stems from two root causes: scalability and complexity. Scalability issues arise from the exponential growth rate of primary data sets, the number of bioinformatics tools that need to be executed over those data sets, and the high computational and data storage costs associated with generating and maintaining secondary data sets — often O(n²) or worse per analysis

¹http://www.ddbj.nig.ac.jp
tool, in many cases. For instance, executing exhaustive pairwise Blast searches often requires specialised software and dedicated hardware in order to complete within a reasonable timeframe, since a single CPU would take many years to complete an exhaustive analysis [278, 288]. Many approaches have been proposed to address scalability problems, ranging from algorithm-specific dedicated hardware Field Programmable Gate Array (FPGA) [329, 140], to massively parallel use of generic computing hardware [278, 288, 139].

The second problem, complexity, arises from with the logistics of assembling multiple computationally-intensive analysis tools to run as a pipeline. As the number of tools that are required to execute in a high-throughput, automated fashion increases, co-ordination of structured data flows between processes becomes essential. The output of one program may need to be supplied to another as input data [31]. Therefore, in addition to providing scalable execution and data management, software platforms are required that are flexible enough to support and maintain sets of bioinformatics tools organised into workflows [202].

To address these issues, numerous high-throughput annotation pipelines have been developed that are capable of executing a range of bioinformatics applications on large, high-end dedicated computer clusters consisting of hundreds or thousands of nodes [147, 97, 31, 313].

Bioinformatics researchers have a long tradition of sharing data with their peers via the Internet. Initially, cross-project data sharing was achieved predominantly via static or dynamic Web sites. These sites were primarily designed for human interaction, and therefore pose difficulties for effective automated data retrieval. Data extraction from standard web sites often requires the use of ‘screen-scraping’ techniques, and is therefore ‘fragile’, being heavily dependent on the on-screen structure [67]. However, as the number and use of online data resources has increased, it has become increasingly necessary for machines to interact with, and transfer information among, remote resources. With the emergence of Service Oriented Architectures (SOAs) and their supporting technologies, it has now become commonplace to expose bioinformatics analysis applications or results databases as Web services [232, 323, 275]. Web services allow machines to interact with remotely-exposed data and analysis tools programatically, via well-defined service interfaces. Automation toolkits such as Taverna [236] and Kepler [5] enable the construction of complex workflows that utilise and co-ordinate multiple remotely-hosted services to achieve a particular goal. Workflow enactment permits data to flow from one service to another in a completely automated fashion. On completion of the workflow, result data is returned to the biologist. Workflow automation has been shown to save biologists a large amount time, by removing manual ‘copy and paste’ operations that would otherwise be required to move data between sites [152].
Grid technologies are rapidly gaining popularity for assistance with bioinformatics data processing [139, 65]. Although there are multiple definitions as to what constitutes ‘Grid computing’ [108], Grid technologies typically involve large numbers of distributed heterogeneous computational resources that are spread across several geographical locations. Computational Grids are a means for researchers to obtain and share large amounts of computational power and data storage either within their own institution, or across institutional and geographical boundaries. Some definitions of ‘Grid technology’ focus on large-scale data storage and interoperability, while others are more concerned with the use of dedicated, high-performance compute clusters. At the other end of the spectrum, several Grid projects, known as ‘desktop Grids’ implement ‘cycle-stealing’ techniques to acquire a large total amount of computational power through the use of multiple desktop-grade machines, each with modest hardware specifications. It is recognised that there is a need for exhaustive analyses of biological data, that the continual production of new primary data requires automatically-updating secondary data sets, and that achieving this functionality requires something like high-throughput Grid technology in order to be feasible [313].

A major research challenge in bioinformatics is the identification and removal of bottlenecks in the shift towards parallelisation and high-throughput approaches to data processing [65]. Of particular interest is the utilisation of recent developments in Grid and Cloud computing. These technologies have enormous potential in terms of computational power, but there are numerous challenges in leveraging this power. For example, problems may be faced in mapping computational problems in bioinformatics to new infrastructures and models for distributed computing that are becoming available through various Grid and Cloud computing initiatives. Such infrastructures are inherently heterogeneous in terms of hardware, and are more likely to be accessed via the Internet requiring applications to cope with high latencies and constrained bandwidth. Monetary charges may also be incurred for the use of a hardware resource.

The suitability of SOAs and peer-to-peer (P2P) infrastructures were considered for providing the co-ordination and data transfer operations that a Grid platforms require. Of particular interest is how Grid functionality is made accessible to application developers without exposing the underlying implementation complexities. Also of interest is how existing analysis applications were integrated into a high-throughput distributed system. This project therefore also focuses on the maintainability and extensibility issues of a platform that must be accessible to application developers, while at the same time being scalable and reliable enough to manage a Grid composed of non-dedicated, administratively-restricted, heterogeneous worker nodes. Developing applications in such an environment has been described in the literature as being ‘extremely difficult’ [172].
Bioinformatics analyses are very often composed of multiple applications arranged into a workflow or processing pipeline [236]. Constructing and operating such analysis workflows that operate within a Grid environment is a difficult task that poses a significant challenge for application developers [185].

In addition to the need to execute multiple analysis tools, large amounts of primary and secondary analysis data must be managed efficiently in order to construct a consistent, integrated data set. Amassing large repositories of sequence information raises a number of post-processing research challenges. For example, how to process and manage large amounts of sequence and annotation data; how to effectively integrate secondary data sets; how to expose data to third parties, and allow them to efficiently query data repositories.

1.3 Motivation

A large organisation might have several hundred, or thousands of desktop computers. It is likely that at least some of the time, a large proportion of these will be idle, with no active users [227, 318]. There is therefore a potentially vast amount of computing power not being utilised. Distributed systems have the potential to be expandable to extremely large proportions. For instance, some distributed search systems with an underlying P2P implementation are able to span millions of Internet-connected computers, utilising entirely distributed and self-maintaining data structures [37, 223]. However, if ‘desktop Grids’ are to even approach this level of scalability, several challenges must be addressed.

Distributed computation platforms based on loose collections of desktop computers have different properties to closely-coupled clusters of dedicated servers. These differences pose several challenges when attempting to efficiently utilise remote computational power. Although the combined raw CPU power of a distributed system composed of commodity hardware may equal or even exceed a dedicated compute cluster, the actual throughput that can be achieved in terms of utilisation of individual CPUs may be much lower and depends heavily on the types of jobs that are to be run. An individual nodes’ local disk is also typically smaller and slower than server equivalents and is not necessarily backed up regularly, leading to long-term data storage reliability problems. Network connections between loosely-coupled systems typically have much less bandwidth available than dedicated compute clusters, resulting in slower file transfers and higher latencies. Furthermore, general purpose desktop computers do not necessarily have domain-specific software installed, necessitating more network transfers and software installation overheads than are required for pre-loaded nodes of a dedicated
compute cluster.

Another problem facing Grids composed of desktop computers are unpredictable user interruptions — a user may reclaim the computer from the Grid at any moment. Therefore, it must be possible to restart computational work or migrate it to another node, preferably without losing large amounts of already completed work. Several frameworks have been developed that address several of the issues involved with the utilisation of commodity hardware. For instance, Condor [192], SGE 3 and BOINC [9] are all widely used in many areas of research [25, 234, 237, 277].

Computational tasks that perform large amounts of isolated CPU-intensive work and transmit only small amounts of data across the network are ideal for use within a distributed compute cluster, since the impact of slow or high-latency network connections are minimised. Unfortunately in bioinformatics this is not always the case and data distribution is a major problem where large data sets must be transferred to many worker nodes. For instance, although multiple Blast analyses can be run independently, the Blast databases required for each alignment may run into many tens or hundreds of megabytes. Transferring such amounts of data to hundreds of nodes is a logistical challenge, requiring infrastructure capable of large-scale file distribution. Even a small cluster of machines might overwhelm a central server, or the network connection it relies on. Recently, a number of P2P solutions have been proposed with respect to data transfer and service organisation within grid-based systems to address these scalability issues [89, 126].

Access to worker nodes by Grid applications can be made more difficult by institutional or or administrative reasons including: file-system permissions, ownership of the machines, and standardisation around a common Grid middle-ware infrastructure. These types of restrictions may limit the potential of the kinds of applications that may be executed on worker nodes. Large organisation also typically have a wide range of machines, running multiple operating systems and with different hardware architectures and capabilities. Such heterogeneous environments introduce difficulties when attempting to run third-party platform-specific executables, particularly when analysis tools are not necessarily pre-installed, since platform differences must be resolved at run-time.

Many of the tools that bioinformaticians use take somewhere in the region of several minutes to an several hours to execute on current typical desktop computer hardware with a typical data item, such as a genome sequence. Bioinformatics tools are typically amenable to process-level parallelisation by executing multiple instances over different data sets on different CPUs or different computers. Applications will therefore typically run in isolation, requiring little or no Inter-Process Communication (IPC). Therefore most of the data transfer requirements occur at the initialisation

3http://www.sun.com/software/sge/
and termination phases of execution, although sporadic access to external Web services or databases may also be required. Many existing analysis tools are ideally suited to running within a distributed environment composed of ‘small’ machines available for short to medium periods of time. However, it is unlikely that these applications are aware of frameworks such as Condor [192], and so will not make use of advanced features such as job checkpointing [193].

1.4 Project aims and objectives

This project aimed to research principles underlying the design and architecture of flexible, high-throughput bioinformatics processes and to demonstrate the application of these principles by developing a software implementation.

Objectives

To achieve these aims it was necessary to meet a number of objectives:

1. To establish the motivation and system requirements for Grid system capable of executing long lived bioinformatics analyses in a dynamic execution environment.

2. To develop a Grid based notification system that allowed the coordination of processes within a distributed computing environment.

3. To develop a system to efficiently manage programmatic and data resources within this environment.

4. To develop a user-friendly mechanism for packaging legacy bioinformatics applications to be executed on the Grid.

5. To develop a job management system to oversee job execution and completion, ensuring system robustness and maximise computational efficiency.

6. To apply the system to the development of a resource for comparative genome analysis in order to demonstrate its utility.

1.5 Thesis structure

This thesis is divided into the following parts:
• Chapter 2 provides the necessary background information and literature review of previous work related to this thesis.

• Chapter 3 introduces the motivations, system requirements and high-level architecture of a Grid system capable of executing long-lived bioinformatics analyses in a dynamic execution environment of commodity hardware.

• Chapters 4, 5 and 7 describe the major core components of the Microbase system, providing detailed descriptions how the architectures of these subsystems satisfy the high level requirements presented in Chapter 3. In particular, the combination of the approaches described in these chapters form a novel infrastructure.

• Chapter 6 presents a development framework and a design pattern for implementing Grid-aware applications, or wrappers for existing applications. This chapter builds on the work presented in earlier chapters by describing an abstract interface to the Grid system that hides many of the complexities of a distributed computing environment. This Chapter also presents a software ‘design pattern’ aimed at bioinformatics developers, which if followed, permits highly scalable and flexible analysis pipelines to be constructed.

• Chapter 7 describes a distributed job enactment environment capable of executing applications constructed using the design pattern introduced in Chapter 6. By taking advantage of service-oriented architectures, the event system presented in Chapter 4, and the distributed file transfer system detailed in Chapter 5, the enactment system has been shown to manage jobs globally across a number of data centres.

• Chapter 8 describes the construction and implementation of a bioinformatics analysis pipeline that utilises Microbase to analyse bacterial sequences. Performance results of several pipeline enactments with different hardware configurations are presented.

• Chapter 9 presents an overall discussion and evaluation of the aims and objects. It describes the achievements of the project, including details of projects that have used the framework and design pattern to solve real-world bioinformatics computational problems. An outline of potential future work is also provided.
Chapter 2

Background

The first part of this chapter discusses approaches to high performance computing and relevant distributed systems technologies including Service Oriented Architectures (SOAs), workflow-based systems, distributed file transfer methods and Grid computing. A summary of current bioinformatics analysis pipelines is then presented, followed by an introduction to various bioinformatics data sources and analysis tools that were used for this project.

Bioinformatics concerns analysis of biological data using computers. Developments in computing hardware over the past few decades have effectively advanced computing power at an exponential rate\textsuperscript{1}. However, the growth of bioinformatics data sets and the development of new analysis techniques show similar and in some cases even higher growth patterns \cite{142,27}. Bioinformatics has therefore become reliant on distributed systems for the sharing and publication of data, and on parallel computation for enabling the tractable analysis of large amounts of data \cite{41,82}.

One of the main aims of bioinformatics is to reduce the human workload involved in analysing biological data by utilising automated methods and large numbers of machines to perform the same or equivalent types of analyses as humans. Machine-based analyses are not always as accurate as those performed by their human counterparts. However, it is often the case that the ability to process orders of magnitude more data at a reduced accuracy is more beneficial than smaller amounts of highly accurate information. Bioinformatics encompasses many computing science and software engineering principles. For instance, distributed computing, data management, workflows, customised data storage and analysis algorithms, and e-Science platforms all play their part in enabling scaleable bioinformatics applications.

\textsuperscript{1}Moore’s Law: \url{http://www.intel.com/technology/mooreslaw/}, accessed September 2009.
2.1 Distributed Systems

The phrase ‘distributed systems’ covers a wide array of applications and architectures. Any system involving multiple computers connected periodically or permanently to one another via a connection (such as an Ethernet network) can be considered distributed. The study of distributed systems is concerned with how the responsibility for completing a conceptual unit of work can be spread among machines and mapped to multiple cooperating operating system processes. Distributed computing covers a broad range of systems: file and data transfer; e-mail, Web and database client-server applications; computationally-oriented distributed systems; remote invocation of services such as Remote Procedure Call (RPC), Secure Shell (SSH), and Web services; and Grids. This section provides an overview of the broad range of protocols and architectures that have been developed to facilitate the development of distributed applications.

Distributed systems have several intrinsic properties which arise from the way hardware is physically and logically arranged, as well as from interactions among software processes. These properties include:

- Inherently concurrent in nature: each node is an independent computer with at least one CPU [295, p. 2].

- Inter-Process Communication (IPC) suffers from increased latency due to message protocol processing overheads and as the physical distance data transferred over is increased [295, p. 7].

- Communication latency has implications for time-stamping events: every node maintains its own clock; there is no inherent concept of ‘global time’ in a distributed system [295, p. 11].

- Reliability: depending upon the architecture employed by a particular distributed system implementation, a distributed approach may either provide greater reliability, or reduced reliability as the number of nodes is increased.

- Heterogeneity: distributed systems may potentially be composed of a broad range of hardware and operating system platforms, ranging from embedded devices to super computers.

The concurrent nature of a distributed system, coupled with unpredictable communication delays pose significant problems when coordinating multiple distributed processes. The absence of a global clock for synchronising distributed nodes means that although a node knows its own state, it cannot know the state of the other nodes at exactly the same time; only a partial ordering of events can be
achieved [179, 50]. This uncertainty has important implications which must be considered when implementing functionality such as database transactions, process synchronisation, and deadlock handling within distributed systems.

Distributed applications may either be more or less reliable than centralised applications, depending on how failures are handled. A single machine or network connection failure, if handled badly, can result in the failure of the entire system. Therefore, component failure needs to be handled effectively when designing reliable distributed applications in order to present a seamless service to the end user and to ease system maintenance for administrators [295, p. 4-7]. [157] defines a set of guidelines that specify how a distributed system should respond to environmental changes, such as hardware failures and configuration updates. It suggests that distributed applications should employ various types of abstraction to mask the negative properties of process distribution as much as possible from end users. For instance, ISO suggests failure transparency through the use of transactions, check-pointing and hot fail-over replication [157]; location transparency through DNS; and migration transparency portable programs and staging of data prior to switching servers.

2.1.1 Architectures

Nodes participating in a distributed system have a logical arrangement determined by the patterns of connectivity between processes executing on different machines. Physical locations of nodes and hardware interconnections between nodes may differ from the logical layout. Together, the choice of the logical and physical arrangement of distributed nodes determine the properties of the whole system in terms of efficiency, scalability, and resilience to component failures. Several categories of well-known architectures are discussed later in this section.

Although the choice of logical architecture for a system is largely independent of the physical implementation, some logical architectures are better suited to certain types of physical configuration. For instance, closely-situated nodes with high-speed connections are likely to have lower communication latencies and higher bandwidth capabilities than geographically distant nodes communicating via the Internet. Therefore, a distributed application requiring a set of tightly-coupled processes is likely to perform better when deployed to a set of machines that are located in the same facility.

2.1.1.1 Client-server architectures

There are two conceptual components in a client-server architecture. A server is a software component that can expose a range of services such as access to data, computational power or
brokering facilities via a network connection to one or more clients. A service may be provided by more than one server component, operating on a distributed set of computers. A client is a software process that consumes the provided service. Client processes need not be connected via a permanent network link, unlike server processes that must be constantly available in order to service requests. Clients typically run on different physical hardware to the server processes they communicate with [63, p. 8]. In many distributed systems, client instances greatly outnumber server instances.

Client-server architectures are highly prevalent in networked computer systems [83, pp. 3-5]. Applications range from network file-system protocols and database services operating across a Local Area Network (LAN), to email, Web, and Web services operating across the Internet. The term ‘client-server architecture’ covers a range of sub-architectures that consist of client and server components in different arrangements. These include 2-tier, 3-tier, and n-tier variants.\(^2\)

Multi-tier architectures are a variant on the basic client-server approach. A software component that plays the role of a server to client components may itself be a client to a different server process. For instance, a common example of a 3-tier system is the relation between web browser, web server and database components. A web server plays the role of a server when providing HTML pages to browsers. The web server plays the role of a client if the content for the HTML pages must be retrieved from a database.

Another variation is the ratio of computational work performed by a server-side process and the ratio of computational work performed by the client process. Applications that utilise local resources of the client computer, such as disk storage space or large amounts of CPU power are known as thick clients. Post Office Protocol (POP) mail clients and some types of distributed computing clients fit into this category [10].

Applications that perform a minimal amount of computational work on the client computer are termed thin clients [63, p. 40]. Thin clients are useful when the bulk of the processing must occur elsewhere for practical, security, or convenience reasons. A thin client might display the results of a remotely-running software application. Systems such as the X11 windowing system and VNC make use of a thin layer to display the content of a remotely running application. Such systems enable data- or CPU-intensive applications to be run remotely on a highly-specified server, but be controlled by one or more relatively cheap client computers.

Peer to peer architectures

In a client-server system, servers are typically permanently connected to a network in order to be ready for incoming requests from clients. In a peer-to-peer (P2P) environment constant availability is often infeasible, especially in cases where the a P2P network is composed of peers using unreliable connections, such as home computers. The emphasis in a P2P system is on ensuring that enough peers are providing the required service all of the time, rather than ensuring high availability for any individual peer [28].

There are several conflicting definitions [14] of what constitutes a P2P system. At one extreme, highly structured, centralised systems which utilise the resources exposed by Internet-connected ‘peers’ have been described as P2P systems [298, p. 29] even though there is no direct communication between peers. An example of this would be the Seti@Home [154] project. At the other extreme, unstructured and decentralised ‘server-less’ protocols such as Gnutella [104] are considered by purists to be ‘true’ P2P systems. There are a number of intermediate levels of distribution, such as partially centralised systems and ‘brokered’ systems where peer discovery is centralised, but data transfers are decentralised [298, p. 29].

In a P2P system, distinction between client and server is blurred since nodes typically play the role of both. Therefore, each service consumer node (client) may also be a provider of the same service to other nodes. Peers in a system provide a service directly to other peers, without a need for an intermediate dedicated server. Typically, the emphasis in a P2P system is the symmetry between peers, and their equality in the system[298, pp. 23-24].

Another property exhibited by some P2P systems is the ability to function without a centralised architecture. P2P systems often construct and manage their own overlay network , a logical network that operates above the physical network layer [298, pp. 35-36]. The overlay network determines which peers communicate with other peers, and therefore how messages are routed within the system.

Operating in a decentralised fashion presents several challenges to the reliability of a system including: locating existing peers in the network; guaranteeing a search or messaging operation reaches all intended peers; placing newly-joined peers in the overlay network; and handling the removal of peers. To overcome these issues, a P2P system operating without a rigid centralised structure must support the self-organisation and self-maintenance of the overlay network. Maintenance operations typically include ensuring that peers within the network are suitably well-connected so that a node removal does not cause the formation of a separate sub-graph, but not so overly connected that the
bandwidth overhead of maintaining accurate peer lists overburdens nodes [260].

P2P architectures are usually more difficult to implement than client-server approaches for a variety of technical and organisational reasons including navigating firewalls and maintaining overlay networks [298, pp. 31-36][28, pp. 10-11]. However, where it is appropriate for a system to use a P2P architecture, advantages often include greater scalability and dynamic load balancing since network bandwidth or computing power can be contributed by individual nodes. Common uses of P2P systems include decentralised searching, messaging, and data transfer where there are many clients, many data items or both.

Pastry [260] is a generic P2P object location system. It is a completely decentralised, self-organising overlay network designed for use in large-scale P2P systems (hundreds of thousands of nodes). Pastry provides the infrastructure on which distributed applications can be built.

Each node in a Pastry network is assigned a unique (numeric) identifier. Each node maintains a list of other nodes. Messages are passed between nodes until arrival at the intended destination node. When a particular node is asked to deliver a message to a target node, it checks its list of known nodes to see if the destination node is one of them. If it is, the message can be delivered. If not, the node will attempt to forward the message to a known node that is numerically closest to the target destination. The authors say that using this approach, message routing in Pastry typically requires $O(\log N)$ routing steps, where $N$ is the number of network nodes.

Pastry attempts to minimise the number of network hops to deliver messages to particular nodes by making use of network locality information. Nodes that are local to a particular network prefer to communicate with other local nodes.

Pastry has been used as the routing layer in several P2P applications, including a distributed file system, PAST [76], and a distributed message-passing system [49].

**Gnutella** Gnutella [104] is a P2P protocol supporting distributed search, retrieval and publication of file-based resources among networked hosts. The Gnutella network provides a P2P overlay network infrastructure that enables participating peers (termed ‘servants’) to discover other servants hosting resources of interest.

On initial start-up, a peer does not have any information about the Gnutella network, other than a small set of well-known hosts termed ‘host caches’. A host cache may be contacted in order to obtain an initial subset of Gnutella peers. The list of ‘neighbouring’ peers is then kept up-to-date via peer-to-peer interactions, without the need for subsequent contact with one of the central host caches.
A query for a file resource may arrive at a peer from one of its neighbouring peers. On receipt of a query, the peer will first attempt to satisfy the request itself. If that is not possible, for instance if the requested resource is not present locally, then the query will be forwarded to the remaining set of immediate neighbours. Each neighbour will then repeat the process until either a suitable peer is found, or all peers have been queried.

To participate in the network, a peer must run a Gnutella client (such as Limewire [198]). The client uses the Gnutella protocol to perform distributed discovery, but also includes a HTTP client and server. Once a remote peer of interest has been discovered, a HTTP transfer is initiated directly between the two peers. Since the P2P portion of the Gnutella network is used for resolving peers rather than large data transfers, it does not become overwhelmed with content traffic. The network is therefore highly scalable.

Skype  
Skype\(^3\) is a global VoIP telephony network that is part client-server and part P2P. A central server is used to store personal user details, to perform authentication, and to ensure global nickname uniqueness. A P2P network is used to allow scalable distributed user searching, and to facilitate communication between peers behind restrictive firewalls. The Skype network is self-organising, where nodes can choose to be ‘standard’ nodes or ‘super’ nodes, depending on their environment. Standard nodes may be promoted to super nodes if they have adequate CPU power and network bandwidth. Super nodes act as hubs for standard nodes and may route traffic if two communicating standard nodes are behind firewalls [22].

A range of different architectures can be considered to be P2P to some extent. P2P systems have been defined as being centralised, partially centralised, and decentralised [14]. Self-organising systems such as Skype take advantage of a partially centralised architecture to facilitate communication between less-well connected nodes. Partial centralisation can help to reduce the time required to search for a resource, since fewer network hops are required. However, this strategy comes at the cost of increased network and computational load for ‘hub’ nodes. Hub failures may have a negative impact on many ‘ordinary’ nodes.

Completely decentralised architectures are not reliant on any centralised infrastructure. They are therefore inherently scalable in terms of the number of nodes that can be supported by a system. However, the lack of any overlay network structure requires queries to be propagated throughout the entire network, i.e., by message flooding. Care must be taken to ensure that loops of interconnected nodes are not formed that would result in perpetual message forwarding. One approach is to introduce

\(^3\)http://www.skype.com, accessed November 2008
a Time To Live (TTL) for each message sent through the system. A TTL is a maximal limit on the distance (in terms of network hops) that a message is allowed to travel before it is dropped by a node. However, as pointed out in [14], while this solves the flooding problem, it introduces a ‘message horizon’ that potentially prevents a node from ever receiving a message if it is ‘too far’ from the originating node.

Strictly speaking, no large scale P2P is truly decentralised, since the bootstrap process always requires an initial set of peer addresses to be acquired from a (set of) well-known location(s). In the context of a LAN it would be possible for nodes to discover each other in a decentralised fashion through message broadcasts. However, this is not possible with Internet-scale networks. Once running, many P2P systems are capable of self-organising and performing self-maintenance to the overlay network, and require no centralised infrastructure.

For the purposes of this thesis, P2P is defined to be a system in which participating peers perform at least some communication directly with each other. Therefore, we regard a P2P system as one which may either be an entirely decentralised system, or a system which has some degree of structure in the form of centralised servers of ‘hubs’. It does not matter whether these centralised hubs are architected ‘by design’, or whether they are a result of a dynamic reconfiguration of the overlay network.

Mobile agents

Mobile agents are programs that are designed to migrate to remote computers, either manually by command of a system administrator or by means of an automated process. [156] defines a mobile agent as consisting of: agent program code; a thread of execution, and associated execution stack; a unit of data. All constituent parts accompany the agent as it moves between physical locations. The data part is mutable, and reflects changes in the ongoing computation. Mobile programs have a wide range of uses including: utilising the idle time of remote CPUs [117]; automated load-balancing of server applications; and increasing the fault-tolerance of systems [141]. The ability of a software agent to move to a machine to which it was not initially installed facilitates more efficient use of computational resources. For instance, if a computer with hardware specifications more suited to an agent’s computational task becomes available after initial software deployment, then the software agent can migrate to the new environment dynamically.

In large distributed computation systems it is necessary to handle individual node failures gracefully. One approach to achieving this behaviour with the use of mobile agents is outlined in [117]. A mobile agent is responsible for deploying itself to the remote computer. Frequent progress checkpoints are
made so that if the machine fails or becomes unavailable, the computational task can be migrated to a different computer. On migration, work can resume from the last checkpoint, minimising the ‘wasted’ work time. Dynamic installation support for domain-specific software also eases the burden on system administrators.

In bioinformatics, mobile agents have been used for a number of purposes including data mining [274], genomic annotation [70], tool and data integration [61]. Agent toolkits such as BioAgent [215] have demonstrated the ability for the modular nature of agents to permit extensibility of an application through the addition of new agents to the system.

2.2 High-throughput computing

The demand for computational power in data-intensive research has always outstripped supply. Performance increases in the latest generations of computer hardware can always be consumed by running more complex analyses not possible with the previous generation of hardware, executing applications with larger data sets, or re-running existing analyses at higher resolutions. In contrast to Amdahl’s law [8], Gustafson’s law [136] states that given a suitably large computational problem, it should be possible to parallelise the problem to fit the number of available processors. Gustafson’s law is a good match for exhaustive computational analyses in bioinformatics since the continual production of new data and analysis techniques provide sufficiently large quantities of work for parallel processing to greatly improve the rate at which analyses can be performed.

For a given generation of computer hardware, many computational problems are too large for a single computer to manage, whether the limitation is due to inadequate CPU power, memory, or permanent disk storage. While increases in individual component speeds have been rapid and continuous, the scale of some computational tasks are extremely large. Even with the fastest CPUs available today, completion could take many days, months or even years when executed on a single machine [184].

Therefore, it is necessary to consider the use of multiple compute resources with many threads of execution operating concurrently, with each thread working on a small part of the overall problem. A compute task that takes several months to process on a single computer could be completed in a much shorter space of time if it could be broken into smaller, more manageable chunks and handled by multiple computers. While it is generally much harder to write and test parallel applications, this disadvantage is greatly outweighed by the speed-up that can be achieved by adding more processing units. Parallel processing can be achieved either by building larger computers containing more CPUs (multi-processing), or by utilising a set of smaller, interconnected computers (distributed processing).
There are typically three competing factors that influence the implementation of a parallel system: the target hardware architecture, the software architecture, and the amenability of a particular computational problem to parallelisation. To some extent, the properties of the underlying hardware dictate the appropriate software approach, although various abstraction techniques permit different software paradigms to be used on regardless of the underlying hardware, sometimes at the cost of efficiency. A computational problem may be parallelised in such a way that there is an obvious choice of hardware architecture to execute it. Alternatively, a faster than serial, but sub-optimal parallel implementation may be required if existing hardware must be used.

2.2.1 Programming models and scalable parallel computing

The major challenge in writing a parallel application is how a large computational task can be split into units that can be efficiently processed by multiple processing units. It is essential that sequential consistency is maintained [180], that is, the parallel version of a program produces the same computational result as the sequential version. In general, computational problems fit into three categories: those that are embarrassingly parallel, operations that may be parallelised to some extent, and operations that it is not possible to parallelise without changing the result of the computation. Meanwhile, computer operations can exploit parallelism at several levels: the use of fine-grained specialised CPU instructions; multi-threaded programs; and multi-process distributed applications. There are several well-known strategies that can be used to break a large task into more manageable blocks. The most suitable task-splitting strategy to use for a particular application is influenced by the structure of the data, the type of processing required, and the hardware available to execute the computation. Choosing an unsuitable strategy usually has adverse effects on efficiency and execution time, rather than computational correctness.

Parallel processing can be achieved by exploiting multiple instruction sequences, multiple data streams, or a combination. Flynn’s taxonomy [99] conveniently provides four categories for classifying data processing operations:

- Single Instruction Single Datastream (SISD): a sequential set of operations applied to a single data stream
- Multiple Instruction Single Datastream (MISD): pipeline processing of a single data stream
- Single Instruction Multiple Datastream (SIMD): application of the same operation to multiple data streams
- Multiple Instruction Multiple Datastream (MIMD): application of multiple operations (pipelines) to multiple data streams

SIMD involves applying the same processing step to multiple instances of data. Examples of SIMD approaches to parallelism can commonly be found in the processing instructions of CPUs intended for multimedia operations [189], such as Streaming SIMD Extensions (SSE) instructions\(^4\), where identical operations must be applied to large numbers of data items. In contrast, the MIMD approach involves a cooperating set of threads working on the same problem, with each thread potentially having its own independent instruction sequence. In the context of a hardware architecture, MIMD tends to indicate more complexity in the threads operating over a data set than SIMD. While the terms SIMD and MIMD are usually used to describe low-level hardware architectures or software implementations, a cluster of computers executing different instances of the same program over different data sets can be thought of as a very coarse-grained SIMD architecture. A more appropriate description for this type of system is Single Program Multiple Datastream (SPMD). SPMD implies independent processes, rather than tightly-coupled processes executing in a lock-step fashion. Individual computers running as part of an SPMD cluster may also exploit low-level machine-local parallelism using either SIMD or MIMD techniques, or a combination of the two if each program instance is running on a multi-CPU machine.

2.2.2 High-throughput computing platforms

Historically, designs of parallel computing hardware implementations have been highly specialised, heavily dictating the way in which software was written. A number of architectures have been proposed including vector processing and systolic arrays. In many cases, the programming languages have been tightly-coupled to the computer hardware. In other cases, the form of parallel processing used (as discussed above) is heavily influenced by the underlying hardware capabilities. For instance, vector processors such as the Cray were ideally suited for computational tasks that are easily vectorised and involve large amounts of data, such as computational fluid dynamics, physics and weather forecasting. These machines were less well suited for situations involving more complex CPU instructions or small amounts of data due to their architectures being highly optimised for vector processing.

Processors in modern High Performance Computing (HPC) hardware are typically commodity, scalar or super-scalar processors. While these processors are best suited for MIMD-type operations, they

also implement SIMD-style instructions that can be used for vector processing. The attention of modern HPC architectures is focused more towards general purpose parallelisation of higher level thread or application-level parallelism, rather than instruction-level SIMD operations.

- **Shared memory**: a single computer with multiple CPUs sharing a common memory unit.

- **Non-Uniform Memory Access (NUMA) shared memory**: a single computer with multiple CPUs. Each CPU has its own block of memory.

- **Distributed shared memory**: multiple network-connected sequential or parallel computers, each with their own memories. The combined memories may be presented to the programmer as a single, large virtual unit of memory.

- **Distributed, non-shared memory distributed processing**: multiple network-connected sequential or parallel computers operate either cooperatively or individually. Messages may be passed between cooperating machines, but each computer maintains its own individual address space.

A number of factors dictate the suitability of a parallel processing architecture for a given computational problem. These include: the frequency at which threads need to communicate, the frequency at which threads need to synchronise with each other, and the amount of data that needs to be transferred between threads.

### 2.2.2.1 Shared memory parallel computing

The term ‘shared memory’ refers both to a software development paradigm, and a set of hardware architectures. Typically, ‘shared memory’ refers to the programming model of multiple threads sharing the same memory address space for communication purposes. Although some hardware architectures are ‘true’ shared memory implementations, where several CPUs share the same physical units of memory, large modern systems actually implement a virtual shared memory in order to facilitate a convenient programming model.

Shared memory parallel processing involves running multiple cooperating, concurrent, threads of execution, often in a low-latency environment such as a single, large computer with multiple CPUs or a cluster of computers with fast interconnects such as gigabit Ethernet or Infiniband [17, 137, 160]. The various threads typically work on different parts of the same in-memory problem in a tightly-coupled fashion. Communication and data transfer between threads is facilitated by accessing a pool of memory shared between the available CPUs, while flow control and synchronisation is facilitated
by standard concurrent programming constructs such as semaphores, monitors, barriers and critical sections [145, 242]. Parallel processing techniques are suitable for many types of computational problems involving large-scale numerical analyses such as matrix calculations [321, p. 301-303], solving linear equations [321, p. 313], parallel genetic algorithms [170] and large scale data mining [336].

Multi-core CPUs and Symmetric Multi-processor (SMP) hardware are modern examples of shared memory parallel machines. Dual and quad-core CPUs in particular are now commodity items available to desktop users.

Domain-specific hardware is another class of device that utilises a shared memory architecture. Specialised hardware devices are designed to perform a particular, specific task very quickly. These devices are typically SIMD hardware implementations of a domain-specific application or algorithm although some may be suited to more general purpose computation. For instance in bioinformatics, the Smith-Waterman [280] and Basic Local Alignment Search Tool (BLAST) [6] algorithms have complete or partial Field Programmable Gate Array (FPGA) implementations [329, 330, 186, 140]. Although these devices are only capable of running specific algorithms, the increase in performance is substantial — sometimes one or even two orders of magnitude over a typical desktop CPU. While achieving much higher speeds, Harris et al. [140] claim that their FPGA implementation still manages to be 99% as sensitive as the standard software implementation.

A more recent development currently being investigated is the use of Graphic Processor Unit (GPU)s to speed up SIMD-type operations. The latest graphics processors are becoming increasingly programmable. Graphics processors contain multiple processing pipelines that are able to process streaming floating point data extremely efficiently. Computationally intensive domain-specific algorithms from many fields of research have been adapted to execute on GPUs including bioinformatics [196, 178], particle simulations [331] and cryptography [334]. GPU have also been used more generically as mathematics co-processors [120, 39]. Some implementations have been shown to be considerably faster than equivalent implementations using general-purpose CPUs. As graphics cards become more powerful and the amount of on-board memory becomes greater, they become more attractive as co-processor units for suitable tasks. One of the factors limiting their uptake has been the vendor and even card-specific programming required, as well as the need to express problems in terms of graphics constructs. Work is currently underway to develop more general languages that allow access to the hardware-accelerated functions that these cards provide [40, 296, 60].

In [326], Wirawan et al. have successfully executed several sequence alignment algorithms on commodity games console hardware equipped with a Cell [159] processor. The Cell architecture shares
strong vector processing characteristics with graphics processors and therefore allows similar speed ups for suitably-written software. Future exploitation of Cell-like architectures for scientific applications looks likely if computational problems can be reformulated to take advantage of vector processing techniques [327].

As the number of CPUs within a machine is scaled up, contention between multiple CPUs and memory modules becomes greater. While bus and memory contention can be mitigated to some extent with the use of more complex hardware [148, 79] and careful software design [257], eventually adding more CPUs becomes detrimental to performance [149].

2.2.2.2 Distributed parallel computing

As contention between numerous components of large single parallel computers became too problematic, clusters composed of multiple, network-connected computers were seen as an alternative. Distributed parallel computing addresses the issue of bus contention between internal components, enabling much larger systems to be constructed; each node is an individual, independent computer running independent processes. Distributed shared-memory computer systems are relatively cheap to construct, especially if they are composed of standard high density rack-mounted blade servers or Common Off The Shelf (COTS) desktop PC hardware. There are two major distributed parallel computing paradigms: distributed shared memory and message passing. Distributed shared memory allows distributed processes to address the same virtual memory space, permitting synchronisation and data transfer operations. The message passing approach provides each process with its own independent memory space, requiring messages to sent between them when data transfers or synchronisation is required.

Distributed shared-memory computing provides an illusion of a single shared-memory computer to the application programmer, when in fact threads and memory contents may be spread among a cluster of computers. Several libraries have been created to ease development of parallel applications that must execute over a large number of discrete nodes [292, 262, 293, 75]. These frameworks hide the details of the actual hardware behind a layer of abstraction, presenting the application programmer with environments containing virtualised components, and access to resources such as Distributed Shared Memory (DSM) [187, 47]. Using the DSM model, parallel programs can be built in an abstract fashion, without requiring knowledge regarding whether they are running on a single large multi-computer, or distributed across multiple nodes of a cluster. With distributed parallel machines, delays caused by contention for the bus between CPUs and memory is replaced by contention and
latency of the network connection between the nodes, as well as additional CPU overhead involved in processing network messages.

Accessing the contents of memory stored on a remote node is much slower than accessing local memory. This effect is termed Non-Uniform Memory Access (NUMA). Although multi-processor machines with several memories also suffer from NUMA, the effect is much more pronounced when using distributed clusters of machines, due to the greater latencies involved. Since the DSM is presented to the application as a single virtual address space, the application is not necessarily aware of which memory segments are located locally, and which are located on remote machines. If memory accesses are frequent and spread over a large portion of the address space some types of application may suffer performance problems [87], although other studies have shown that networking overhead is not a bottleneck for all applications [30].

The effects of NUMA can be mitigated to some extent via intelligent page placement techniques [36]. Various software and hardware-based replication techniques have been proposed to cache frequently-used data locally to a node, while maintaining consistency in the case of multiple write operations by distributed processes [243, 169, 77, 64]. Other techniques involve pre-fetching data before it is required, and the use of multiple threads to ensure that CPU utilisation is high even when one or more threads are blocked, awaiting an Input/Output (I/O) operation [224].

2.2.2.3 Distributed high-throughput computing

Non-shared memory distributed computing typically involves loosely-coupled distributed processes that periodically communicate with a supervisor process, or synchronise with each other. IPC and synchronisation may be achieved in several ways, including:

- **Client-server**: multiple client worker nodes contact a central server to acquire work and to perform synchronisation processes.
- **Peer to peer**: distributed process communicate and co-ordinate with each other directly.
- **Database-centric**: a variation on the client-server approach, where a transactions within a centralised database are used to co-ordinate processes. The database is used as a kind of transactional shared memory.

The highly-specialised nature of early parallel machines made it difficult to port programs among the many vendor-specific distributed computing platforms. Application Programming Interfaces (APIs)
such as MPI [101] were developed in order to facilitate code portability between the parallel hardware produced by different vendors.

While the parallel processing approaches discussed in the previous sections provide application programmers with a convenient development environment, the paradigm is not without its disadvantages. Performance can suffer if compute nodes need to transfer either large amounts of information over a network connection, or send large numbers of IPC messages [291]. Parallel virtual machines are also susceptible to node failures. Since the system is effectively running multiple parts of a single program, it is possible that unreliable nodes can cause the entire system fail if no error checking or redundancy is in place. There have been several proposed approaches to increasing the reliability of parallel systems, including redundant threads and checkpointing [282].

2.2.2.4 Distributed Computing

Like parallel programs, distributed computing also involves splitting a large compute task into smaller more manageable units. However, instead of multiple threads running within a single machine (or distributed virtual machine), each unit of work executes as a separate process within physically and logically distinct hardware. Distributed processes may communicate with each other, but IPC tends to be for process synchronisation purposes, rather than large or frequent data transfers since there is no “shared memory” model. In the main, distributed processes tend work in isolation from one another in order to avoid overheads due to network latency or bandwidth contention [192, 154, 9].

Distributed programs can be written either with or without explicit knowledge of their existence within a distributed environment. There are multiple frameworks that enable application programmers to write their software specifically to take advantage of distributed operations such as IPC, object marshalling and data transfers as well as thread synchronisation using RPC-style methods: Common Object Request Broker Architecture (CORBA) [309], Distributed Component Object Model (DCOM) [261], Java Remote Method Invocation (RMI) [217]. On the other hand, it is also possible to run ordinary, serial programs within a distributed environment with no use of specialised APIs. Multiple copies of serial programs can be run with different data sets across large numbers of compute nodes, i.e., program-level parallelism (SPMD). In this case, synchronisation between processes and data collection is generally performed at the end of process execution by a distributed environment framework.

Distributed applications can be run either in homogeneous clusters, built from high-performance compute nodes, or across a set of heterogeneous (in terms of hardware and/or operating system)
nodes, or even a combination of the two.

Typically a large organisation such as a company or university will have many hundreds or thousands of desktop computers. These machines are located either in personal offices, or larger numbers are provided in communal cluster rooms. It has long been known [227] that numerous workstations will spend much of their time idle, particularly in the evenings and weekends - but also during ordinary working hours. As personal desktop workstations become more powerful, it becomes increasingly desirable to utilise their computational capabilities during their idle time [12].

Although distributed computing using otherwise-idle processing capabilities is more challenging than using a parallel multi-processor server, there are significant economical advantages to doing so. Powerful server equipment is expensive to acquire and often difficult to maintain. In addition, the sheer number of available desktop computers installed on a typical university campus — numbering in the thousands — provides a pool of raw computing power to rival that of a high-end dedicated server cluster. The typical rolling hardware-refresh cycle for a university is in the region of 3-4 years. When desktop computer equipment is upgraded, distributed compute processes will also benefit, with no additional cost.

Distributed computing has been common in multiple forms for many years, and used in many different disciplines. As such there are a wide variety of approaches to utilising remote compute resources ranging from remote shell execution, to batch processing systems [128, 58] and more advanced frameworks [192, 218, 105, 133] that deal with load balancing, and process checkpointing. One of the main problems facing the basic remote-execution approach to distributed computation is reliability. As the number of computers in the processing pool increases, the chance of a hardware failure, or that a user terminates the running processes increases. Using the remote-execution or batch-processing approaches is difficult for large-scale or long-running jobs under these circumstances, and using a framework like Condor [192] might be a more sensible option in these cases.

Each type of system still has its uses, however. For example, even though the newer, feature-rich systems such as Condor are clearly more advanced than a simple shell script or batch processing system, they are also more complex to set up and use. In the case of Condor, there is a requirement for installing and configuring job submission and queue services prior to running computational jobs. For small-scale prototyping or one-off processing, a shell script or batch processor may be easier or more convenient for the end-user, and would still provide acceptable performance and reliability.

With the rise in popularity of the Internet during the mid-1990’s, it was realised that there was a potentially massive amount of compute resource available to be tapped in the form of personal com-
puters sitting in homes throughout the world. Seti@Home [154] was the first large-scale distributed system to utilise so-called “public computing” or “volunteer computing”. It consisted of a central set of servers charged with the tasks of: storing recorded telescope data; splitting recorded signal data into 250kb chunks termed “work units”, distributing work units to computers across the Internet; and storing/collating the results of detected “interesting” signal spikes for further analysis. The project soon acquired enough computers donating processing time — over one million — that the project received computational power twice that of the fastest supercomputer available at the time [9]. This demonstrated that volunteer computing could potentially play a role in assisting scientific projects short of computing power. The size of the work-units sent to Internet-connected machines mattered greatly, due to the slow and expensive (dial-up) Internet connections predominantly used by home users at the time. The success of the project hinged on the fact that it took much longer (hours) to process a work-unit than it did to download the raw data, and upload results (minutes).

Following the success of the Seti@Home project, several other public distributed computing projects were developed for various domains [273, 74, 208]. Each new project coded their analysis algorithms directly into their own compute client. If people wanted to participate in multiple projects they were required to download multiple client programs, each with its own binaries, configuration, and platform requirements.

The Berkeley Open Infrastructure for Network Computing (BOINC) [9] project was proposed as a solution to this problem. BOINC is a small generic client application designed to support multiple distributed compute projects. After installing the BOINC client, the user must register themselves with the distributed compute project(s) they wish to donate their CPU time to. The BOINC client then downloads the required executable and data files from a particular project’s central server. The use of a single client allows the user control over how CPU time is prioritised between different computing projects. In the event that a particular project has no work currently to process, the BOINC client allows another registered project to process instead.

In practice, it is possible for high-throughput systems to utilise a hybrid approach combining the advantages of parallel and distributed models. With the recent advent of multi-threaded and multi-core CPUs, most workstations are capable of running two or more tasks concurrently. To take advantage of this, either multiple single-threaded jobs can be sent to each workstation, or individual compute jobs can take advantage of parallel processing techniques.
### 2.2.3 Summary

<table>
<thead>
<tr>
<th>Properties of parallel processing platforms</th>
<th>Scalability (CPUs)</th>
<th>Task suitability</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shared memory (SMP)</td>
<td>10s</td>
<td>Tightly-coupled threads</td>
<td>Memory contention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Frequent IPC</td>
<td>Bus contention</td>
</tr>
<tr>
<td>NUMA shared memory (Massively Parallel Processing (MPP))</td>
<td>100s</td>
<td>Tightly-coupled threads</td>
<td>Bus contention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Frequent synchronisation</td>
<td></td>
</tr>
<tr>
<td>Distributed shared memory (MPP)</td>
<td>1000s-10000s</td>
<td>Loosely-coupled threads</td>
<td>Network latency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Frequent synchronisation</td>
<td>Network bandwidth</td>
</tr>
<tr>
<td>Distributed, non-shared memory (clusters)</td>
<td>10000s-100000s</td>
<td>Largely independent tasks</td>
<td>Network bandwidth</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Infrequent or no IPC</td>
<td>Data distribution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Infrequent synchronisation</td>
<td></td>
</tr>
</tbody>
</table>

As of 2008, the majority (80%) of the top 500 supercomputers are cluster-based, rather than MPP [301].

### 2.3 Data transfer protocols

Data transfers between networked computers can be achieved in different ways, both in terms of conceptual differences as well as different architectural and implementation approaches. Although any communications between distributed machines can be regarded as ‘data transfer’. Here, the phrase ‘data transfer’ is used to describe communication between machines for the purpose of information exchange, as opposed to communications for synchronisation purposes or for initiating remote execution via RPC-like protocols. In a typical scenario, data may be located on one computer, but must be processed on another. In order for the second computer to be able to process the data, the data must be accessible to it.

Client-server transfer protocols consist of a server process and a client process, usually running on different machines. Client and server implementations are protocol-specific. The File Transfer Protocol (FTP) [29] [245] protocol is one of the earliest and most used file transfer mechanisms within intranets and on the Internet. Other examples of widely-used client-server file transfer protocols include Hypertext Transfer Protocol (HTTP) [92], WebDav [123] and Secure Copy (SCP), a file transfer protocol that uses encryption provided by SSH [335].

Client-server transfer protocols are inherently centralised, and as such server processes can suffer from scalability problems when under load from large numbers of client processes. Standard load-balancing or protocol-specific caching techniques can be employed to improve the ability of a system to perform better under heavy loads by making the same content available in multiple locations [263].
In contrast to file transfer protocols, network file systems support standard file system operations over a network to remotely stored data. Network file systems such as Common Internet File System (CIFS) and Network File System (NFS) have a number of advantages compared to file transfer protocols [219, 181]. By placing network transfer operations behind a file system view, most existing applications will work seamlessly without modification. Random access to files content is also supported, permitting applications to start reading from the middle of files as opposed to acquiring the entire file, as is necessary with some file transfer protocols. Updates to remote files are also possible without having to transfer the entire file. As with other client-server systems, server-based network file systems suffer from reduced performance when many client processes perform I/O operations [13]. Server replication, client-side caching and more intelligent client requests have been proposed to address this limitation [213, 20, 78].

2.3.1 Peer to peer, global-scale file transfer protocols and file systems

A plethora of distributed transfer protocols [57, 104] and file systems have emerged over the past decade that distribute the responsibilities traditionally associated with server processes across peers participating in the system [281, 174, 76, 319, 88]. These distributed systems have minimal or no central server requirements and therefore improve scalability by supporting much larger numbers of nodes [13, 319].

PAST [76] is a P2P storage system intended to utilise the collective disk capacities of Internet-connected nodes in a self-organising fashion. PAST supports automatic replication of files for increased reliability and distribution performance. Nodes participating in a PAST network are not required to be ‘high availability’ dedicated machines, and may leave the network at any time with no adverse effect on file availability. The authors claim that storage utilisation can approach 100% even though no central control system exists.

As distributed systems become larger, it becomes more difficult to enforce synchronised actions across all nodes, especially if nodes are unreliable or are managed by different administrative entities. As a result, to avoid restrictive contracts that would necessitate ‘agreement protocols’ among nodes, PAST implements weaker semantics on file-system operations than are routinely expected from local or LAN-based file-systems. Important properties of the PAST system include:

- Immutability of published data: once a file identifier has been used, it cannot be re-used for consistency reasons.
• PAST supports ‘reclaiming’ rather than ‘deletion’ of files: removal of data from the system reclaims disk space from nodes, but does not necessarily remove the content from all nodes. That is, once data has been published, there is no guarantee that it can be unpublished.

2.3.1.1 BitTorrent

BitTorrent [57] is a popular P2P file distribution system widely used for the efficient distribution of large software packages across the Internet including Linux distributions and video game patches. Peers that are downloading the same file co-operate with each other by transferring parts of the file amongst themselves, rather than relying on a central server to upload files to all the peers.

Files are initially made available by publishing a torrent file. A torrent contains a hash of the file content, as well as other data such as file names, lengths, and the Uniform Resource Locator (URL) of a tracker [57]. Torrent files are lightweight pointers to the actual content, and can therefore be disseminated via a standard HTTP server, or other means, such as email.

A seeder is a peer that has an entire copy of a file and is currently seeding (uploading) to other peers. A leecher is a peer which currently has an incomplete copy of the file. While leechers are attempting to acquire the entire file, they also upload the portions of the file they already have to other peers. A tracker is a server that keeps track of available files and peers. Peers periodically contact the tracker to exchange information about other peers that are currently seeding or leeching the file. Contacting the server in this way is termed scraping⁵. Peers may periodically scrape the server in order to determine a) while downloading, whether it is worth sending a request to receive details of new peers, and b) which files to actively seed based on the current number of seeds reported by the tracker.

The original BitTorrent protocol was a hybrid-decentralised [14] P2P architecture, requiring a centralised tracking system to facilitate P2P bulk data transfers. Several improvements to the BitTorrent protocol have since been made to decentralise the ‘directory service’ role played by torrent tracker servers. Several BitTorrent clients have Distributed Hash Table (DHT) implementations that aid the discovery of file content. A DHT stores a subset of key/value pairs on each node participating in the network [223]. DHTs have been used to store peer information, forming a de-centralised distributed tracking system [249]. Removing the need for a centralised tracker improves scalability and reliability by removing a single point of failure and contention.

2.3.2 Summary

P2P systems are ideal for the mass distribution of large data files. The total system-wide bandwidth of P2P systems can provide is typically far greater than the bandwidth of a set of central distribution servers. For instance, when a new version of a large popular software package is released, there is likely to be a large demand during the first few hours or days following the release. This demand may far exceed the ability of a set of centralised servers to service all requests simultaneously. Distributing these files via a P2P system such as BitTorrent can significantly reduce the bandwidth requirement for the distributor, while at the same time increasing the speed that consumers can download the requested file.

Properties of client-server protocols such as FTP:

- Low latency: it is possible to find items of interest quickly.

- Transfer rate is at best inversely proportional to the total number of resources being simultaneously transferred for a given amount of bandwidth to a server. Therefore for a computer requiring several files, it is usually more efficient to serially transfer files since parallel requests from multiple nodes will reduce performance.

Properties of BitTorrent:

- Higher latency than FTP or HTTP transfers, since there is a need to contact a tracker in order to resolve peers hosting files of interest.

- System-wide transfer rates are higher than central-server approaches when large numbers of concurrent inter-node transfers are taking place.

- Potentially the combined bandwidth of all nodes participating in a particular transfer can be utilised. As more peers obtain chunks of the file, less stress is placed on the initial seeder. The torrent protocol is designed to notice which peers it can get pieces from the fastest - automatically balancing network load.

- Therefore transferring multiple resources concurrently is probably more efficient than serially transferring files from a single server.
### 2.4 Technologies underlying Grid systems

Grid computing is a form of distributed computing. This section introduces Grid systems in general, and the technologies that are commonly used to implement Grid systems. The following section will describe specific Grid implementations and their intended operating environments.

Traditionally, distributed computing has focused primarily on achieving the best use of compute resources, dedicated clusters or otherwise. The phrase “Grid computing” is intended to convey the use of pervasive distributed computing resources by software applications, in much the same way as electrical appliances utilise a power grid. A grid is composed of a heterogeneous collection of distributed “devices” that provide some kind of service to other members of the system. The “Grid services” that participating devices expose might include: access to compute hardware, data storage, or data querying. In fact, components do not necessarily have to be computers in the traditional sense. For instance, remote sensor networks have been used to provide live data streams into compute grids [240, 151]. In this case, the project’s sensors have minimal computational power and so would not be considered to be part of a distributed computation system in the traditional sense. However, they are considered Grid components because they are data sources that are exposed via Grid-services, and therefore may communicate with other Grid components. The overarching aim of “the Grid” concept is to enable different types of components to work together as a set of “black boxes”, each exposing functionality via a publicly accessible set of services that can be utilised by other services [111].

Grids have many, often conflicting definitions [143, 106, 272]. This ambiguity arises partly because Grids have been deployed to many different research domains each with their own requirements [25, 100, 206, 234, 237, 277], and partly because Grid deployment environments and technologies vary considerably. A ‘Grid’ system does not conform to a specific mould. Rather, the heterogeneous, collaborative and cross-institution aspects of the system are emphasised [253, 106]. Grid systems range from small systems composed of clusters of workstations, to large cross-continent collaborations of super computers [172]. Participants of a Grid do not necessarily need to be computation devices in the traditional sense. For instance, sensor nodes with small amounts of computational power may be participants of a Grid along with high-powered computer clusters [151].

#### 2.4.1 Web services

Web services [131] are a means of exposing data or computational resources to members of a distributed system. They form a client-server distributed system; multiple clients can request data or
computation exposed by a server. Unlike traditional distributed systems technologies such as RMI [217] and CORBA [309], Web services can be used to more easily facilitate communication between Internet-connected sites where firewalls may restrict traffic flow. Web services can be thought of as ‘document-based’ computing rather than RPC or distributed objects [310]. Rather than calling a remote method, or accessing a remote ‘object’, Simple Object Access Protocol (SOAP) messages are transferred between clients and servers. The Web services specification does not specify a particular message transport mechanism, and therefore Web service implementations must rely on existing protocols for message delivery. HTTP is a commonly used delivery protocol that conveniently allows Web services to be implemented as web applications, hosted using existing web application container infrastructure. The use of HTTP facilitates cross-site communication since HTTP is commonly allowed through firewalls. However, other standard transport protocols such as Simple Mail Transfer Protocol (SMTP) could be used to deliver Web service messages if necessary [165].

Extensible Markup Language (XML)-based SOAP messages are passed between clients and servers. The use of XML for both service descriptions and message content makes Web services language- and platform- and transport-neutral. While parsing XML data structures requires greater message processing overheads than binary RMI-type messages [165], they are straightforward to parse. Therefore clients may be written in almost any language, including many scripting languages.

Despite being an order of magnitude slower than RMI [165], Web services are rapidly gaining popularity in the field of bioinformatics where required data sets are distributed across multiple sites. Bioinformatics analyses often require access to and integrate data distributed over several sites. Web services permit this data to be exposed in a programatically-accessible way, while workflows facilitate the automation of data integration and analysis tasks [286]. While Web services are becoming increasingly popular for data query and transport operations, integrating data from different sources with different semantics is still an open area of active research [283]. Ontologies permit a community to share formal definitions of data items, enabling a shared interpretation across projects [132, 16, 23]. Research in this area has focused on using ontological definitions and logical reasoning technologies in order to integrate data from different sources with varying semantics. Ontologies and semantic reasoning have also been used as a means of locating Web services of interest based on descriptions of their inputs and outputs [322].

As well as data querying operations, Web services can also be used to expose data processing services. Such services may be custom-built, or may expose existing command line tools [275].

Web services can be used in either a synchronous or asynchronous fashion. Asynchronous operation
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can be useful if the Web service request will take a significant amount of time to complete, either because the request is resource-intensive, or because the request needs to join a queue. For example, a request unique identifier (UID) may be returned by an initial call to the service that can be used by a client to poll the ‘completeness’ of the requested task [38].

2.4.2 Workflows and pipelines

In bioinformatics, many analysis tools interact with plain text files of varying formats. One or more files are taken as inputs, and one or more output files are produced after processing. It is often the case that several different programs need to be chained together as part of a larger project. At each link in the chain, the output of one program needs to be fed as an input to the next. This may involve some parsing or other manipulation of the data to convert it into the format expected by the next tool in the chain [65, 214, 235]. While batch systems and frameworks such as Condor provide access to distributed CPU power, their operating models do not capture the processing often required at the intermediate steps between the executions of batches of different types of jobs. To build large analysis toolsets with distributed tools requires frameworks requires appropriate infrastructure [107]. Workflow and pipelining tools such as Taverna [236], GridFlow [44] and OpenKnowledge [68] have been developed to automate the process of obtaining data exposed through Web services, avoiding the requirement for researchers to manually ‘cut and paste’ content between sites [65].

2.4.3 Notification-based orchestration

Notification systems are essentially event-driven distributed systems [19]. Their event-driven properties are analogous to modern Graphical User Interface (GUI) programming toolkits. For example, one or more graphical components may ‘subscribe’ to the events generated by ‘publisher’ component. On activation — a mouse click, keyboard input — the event is propagated to the subscriber components.

Publisher-subscriber notification systems have long been used as a means of process co-ordination and IPC between distributed processes [33] and particularly in real-time CORBA middlewares [254]. Notification systems consist of publishers, subscribers, messages, topics, and a delivery mechanism. Publishers and subscribers are typically independent distributed processes.

Notification systems offer a number of advantages over direct communication between distributed processes:
• There is no requirement for both communicating processes to be available at the same time. If one or more subscribers are unavailable at the time of message publication, then the subscribers can retrieve awaiting messages at a later time.

• Publishing and subscribing processes need not be aware of each other’s existence. Decoupled message delivery allows flexibility in terms of dynamic subscriber registrations and de-registrations, and also in terms of subscriber location updates.

Subscribers may either use a push- or pull-based model for message collection from a notification system. In the ‘push’ model, the notification system infrastructure actively attempts to deliver messages to a known subscriber location, such as a Web service endpoint. When using the ‘pull’ model, subscribers periodically poll the system for new messages, much like an email client. Both push and pull models have advantages and disadvantages, and the best one to use in a particular situation depends largely on the requirements of the system being developed. For instance, polling required by the ‘pull’ unnecessarily wastes resources such as CPU cycles and network bandwidth when there are no messages awaiting delivery. The polled resource might become overloaded if there are multiple polling components, or the rate of polling is too frequent. In contrast, push-based systems are particularly suited to a set of asynchronous processes, and are perhaps more efficient since communication between components occurs only when necessary. However, push-based systems require that the location of the recipients be at known locations. The push-based approach is therefore better suited to situations involving static subscribers, such as those hosted on server hardware, whereas the pull-based approach is better suited for mobile agents.

Notification systems can be used in Grid systems to orchestrate services by facilitating distributed transactions, initiating bulk data transfers, requesting computation from a remote resource, or for informing remote systems of a completed action [171, 18]. When used as a trigger for large data transfers, notification systems have been likened to the control connection of the FTP protocol [285].

Client-server-based notification systems can suffer from performance problems, particularly if large messages or large numbers of messages must be sent to a numerous subscribers. Notification systems with a P2P architecture can alleviate certain scalability aspects of content delivery [164, 190], but other aspects such as assuring message delivery, and assuring message ordering are more difficult. Ensuring message logging is also more difficult in P2P systems due to the ‘peer horizon’, at which peers are no longer visible [14, 15, 199].
2.5 Grid architectures

2.5.1 Introduction

The concept of a “Grid” is different to different user groups, partly because the concepts and technologies have evolved over time and partly because Grid-based systems are used in so many different domains, each with their own set of requirements. Some domains are more compute-centric, while others are more data-centric. For instance, a “computational grid” might be defined as:

“A computational grid is a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities.” [111]

Grids used for computational modelling, such as processing data from high-energy physics projects fit into the above category [100]. On the other hand, some domains place more emphasis on the data stored within a distributed system. Astronomical sky surveys, for example, produce vast amounts of image data that must be efficiently stored and queried [234]. In addition to computationally- and data-intensive applications, Grid-based systems have been proposed for other applications including monitoring remote sensor networks, such as flood prediction [151]. In these latter cases, Grid infrastructure is used for its data sharing and notification properties; data can be exposed by sensor devices in a standardised way to the rest of the system, potentially using the Internet as a communications medium rather than custom cabling or wireless systems.

Implicit to all Grid definitions is the idea of a (potentially large) set of loosely-coupled nodes participating in a distributed system, providing each other with various Grid services, potentially spanning multiple geographically distant sites [129]. It has been pointed out that Grids should provide more than just access to large amounts of compute power. The modern concept of a Grid system should incorporate data management, security, and interoperability in addition to computational resources [272].

The components of a Grid system might be spread across different institutions, located at geographically distant sites. Although nodes within a Grid environment could communicate via any protocol (proprietary or otherwise), there has been a tendency for Grid-based systems to converge on the use of standard, open protocols [161, 251] such as FTP, and Web services (Web Services Description Language (WSDL), SOAP). Standardisation on suitable communication protocols is required for effective data and resource sharing. Due to the potentially global nature of a Grid system, there are
practical issues to consider such as the traversal of data through corporate firewalls which, though extremely challenging, is starting to be addressed [118]. Data transfer methods traditionally used by distributed computation systems, such as shared file-systems are not necessarily suitable for Grid infrastructures.

Web service oriented architectures address several of the communications requirements of cross-site grids and many Grid frameworks have employed Web services to provide Grid-services. The distinction between “Grid services” and “Web services” has become somewhat blurred over the years. The technical definition of a Web service defines it as a stateless entity - requests are considered as distinct entities with no relationships between them. Grid-services on the other hand, often need to maintain state information between requests, for example so that multiple requests from the same client can form a session. Grid services are essentially Web services with extended functionality — in particular state-full servers and event notification support [102]. In practice, both Grid and Web services use the same technology, to the point where they might be considered synonymous in most contexts [18, 41].

It has been suggested that in order for computing Grids to scale in the same way as utility grids such as electrical grids, different levels of infrastructure to deal with global, local and site-specific requirements should be developed. This is analogous to the national, regional and local infrastructures seen in power grids [54]. Grids should be capable of managing fluctuations in supply and demand, such as those caused by time zone differences [54]. While distributed computation systems such as Condor and Sun Grid Engine (SGE) are certainly types of Grid technologies, they are primarily job-scheduling systems. For the purposes of this thesis, they are considered to be essential components of a Grid-based system, but not a complete Grid by themselves. For the purposes of this thesis, a Grid-based system is defined as encompassing the following:

- Application-level workflow and pipeline management utilising SOAs.
- Data management facilities including: archival, distribution, and browse-able access.
- Job scheduling and enactment at a computer cluster or institution level.

Both client-server and decentralised architectures have been employed in development of Grid systems. Projects using these architectures have utilised a wide range of hardware, ranging from high-performance dedicated hardware, to clusters of ‘volunteer’ desktop computers. Some Grid systems have been developed with a single application in mind, while others are more generic in nature. The suitability of a Grid middleware platform for a particular application domain depends to a large extent on the properties of the computational work to be done.
2.5.2 High performance grids

Globus [110] is a widely-used Web services-based Grid framework. It allows compute resources at multiple remote locations to be used collaboratively to achieve a domain-specific goal. Geographically and administratively distinct Grid resources can be combined into a virtual organisation. For instance, federation of large data resources at multiple locations may be required for data-integration purposes, or powerful computational resources may be exposed to facilitate large-scale data analysis that would otherwise be unfeasible at a single institution. Globus addresses many of the needs commonly required by large-scale Grid applications, such as resource discovery, task scheduling, data transfer and data security. By providing commonly-required functionality as a series of open source libraries, it promotes re-usability and increased quality/reliability. In fact, Globus has become a de-facto standard for collaborative Grid projects involving the resources of large institutions.

Globus Grid services are described by the Open Grid Services Architecture (OGSA) specification [107, 109]. An implementation of this specification is the Globus Toolkit [105]. It provides a series of components, each fronted by a Web service, for providing functionality common to Grid applications. For instance, ‘execution management’ facilities are provided by several modules: the Grid Resource Allocation and Management (GRAM) is responsible for configuration, staging, execution, and monitoring of remote executables; the Workspace Management Service (WMS) allows the use of virtual machines to execute pre-configured tasks in isolation of other processes. Data management in a Globus system is provided by several complimentary modules: GridFTP is the underlying data transport mechanism; Reliable File Transfer (RFT) is a layer on top of GridFTP providing reliable delivery; Replica Location Service (RLS) provides a decentralised mechanism for locating file replicates.

Although co-ordination and state querying operations are facilitated by Web services, bulk data transfers are performed by the GridFTP protocol. This protocol has been shown to support very high point-to-point throughput when suitable equipment is available [4]. The RFT module augments GridFTP with failure handling mechanisms and automated retry attempts, required when large numbers of files must be transferred between sites without continual monitoring by an operator.

Many Grid service providers specialising in high-performance computing provide Globus installations on dedicated hardware, as well as other Grid middlewares such as Condor and batch processing systems [24, 121].
2.5.3 Commodity grids

Commodity Grids are system composed of COTS hardware, typically large numbers of desktop computers. These Grid systems may be dedicated to a particular projects processing needs, or may make opportunistic use of the idle time of desktop computers. Alternatively, computational time may be donated to the system by individuals with no formal connection to a project; such volunteer Grids may be composed of many thousands of home computers [312, 289].

Although Globus has gained widespread acceptance, becoming a de-facto standard in the scientific community, some have argued that its client-server approach and administrative upkeep requirements make it sub-optimal for desktop Grids [45]. Where large, dedicated computational resources are available, such as the LHC Computing Grid [100], the service-oriented architecture is a logical choice. However, Grids composed of multiple desktop computers have different properties.

Desktop computers typically have less processing capability, smaller amounts of RAM and disk capacity, as well as slower network connections than dedicated high-performance servers. However, if a Grid computation can be divided into small enough parts able to execute on less-capable machines and each part is relatively independent, then desktop or volunteer Grids can offer a potentially vast amount of computational resources extremely economically [308, 12, 127].

Distributed processing systems such as Condor [192] and various batch processing systems [294, 53, 128] capable of utilising the idle CPU time of desktop computers have been available for several decades. However, their relative complexity, system administration requirements and potential dependence on locally-available shared file-systems has limited their scope to large organisations with the resources to manage deployment and maintenance of large numbers of nodes. In the mid-90s the Seti@Home [154] project was one of the first, and arguably one of the most successful ‘volunteer computing’ projects. Its ease of use enabled ordinary computer users to participate in a large distributed computation project, simply by downloading a small client program that connected to a set of central servers. Communication between the client and the server was purely via HTTP, facilitating its deployment to fire-walled machines behind proxy servers. Large computational tasks were split into chunks called ‘work units’. Each participating computer could download a work unit, process it, and upload the results. Due to the low speed of commonly-available Internet connections available at the time (dial-up), bandwidth had to be managed carefully. While each work-unit was roughly 400kB, the output size was typically much smaller. Although Seti@Home was a custom-built, single-purpose project, it demonstrated that large-scale analyses could harness the power of individual personal computers connected via the Internet. Over the next few years, several other
single-purpose distributed applications were released [279, 74].

As volunteer computing increased in popularity, it became clear that single-purpose compute clients were too limited. If a user wanted to participate in multiple projects, they would need to download a separate program for each project. Aside from inconveniencing the user, each separate project duplicated programming effort, such as job management, error handling, and downloading and uploading files. There was therefore a need for a generic client that could run manage several distributed computation projects [9]. There are several advantages to such clients: a single API for developers; common functionality is shared between projects; if one project suffers a server failure then other projects can keep the worker nodes busy by sending additional work units.

2.5.4 P2P architectures in Grid organisation and communications

It has been suggested that P2P architectures and the goals of the Grid overlap in many ways [183]. P2P architectures have been put forward as a potential solution to client-server scalability problems faced by increasing numbers of nodes in Grid systems. Many P2P approaches have been suggested both for system organisation and resource location [306] as well as for scalability in data transfers [315]. A number of distributed computing and Grid projects have recently begun to exploit P2P techniques. These are described in this section.

2.5.4.1 Peer to Peer approaches to resource matching

An important ability for a desktop Grid system to have is to be able to match hardware and software requirements of Grid tasks to appropriate worker nodes. Condor does this via its ‘class-ads’ system, whereby desktop computers are registered with a central server. The Condor task scheduler then matches submitted job requirements to worker nodes with appropriate hardware specifications.

A decentralised approach for matching computational tasks to worker nodes in a “P2P Grid” [307] has been proposed. The authors argue that this approach removes the need for a centralised server, permitting very large Grids to be constructed in an ad-hoc manner from Internet-connected PCs. Grid resources termed ‘producers’, such as individual desktop PCs attached to the Internet, describe their locally-available resources via an XML description. This includes hardware information including CPU architecture, and operating system type. The resource description also specifies ‘logical’ resources, such as available data files and software present on the machine. These ‘producer’ descriptions can then be matched to similarly-structured ‘consumer’ descriptions that specify the requirements of computational tasks. A participant of the P2P Grid requiring a set of hosts (providers) to
perform computationally-intensive work can query for suitable machines in a decentralised manner. The P2P Grid system is based on Gnutella [37]. Therefore, no centralised server or resource registry is required. The authors point out that a system such as P2P Grid is suitable for environments where the capabilities and available resources of participating host machines may change dynamically, such as the addition or removal of USB storage devices.

Gridkit [43] is a component-based Grid framework. Gridkit is designed for deployment to dynamic environments, where devices may not be continually connected, rather than the more static environments suited to frameworks such as Globus. The authors point out that the resources allocated to a Globus-based application are not dynamically configurable and that it is not possible to alter application behaviours, including extensibility at runtime; that is, server restarts are required.

Gridkit appears to be geared towards real-time data collection from sensor networks[151]. As such, it supports a wide range of Quality of Service (QoS) options and data collection capabilities, including streaming information from remote sources. A small memory footprint small WS-stack) and efficient routing algorithms allow Gridkit to execute within embedded devices with limited network bandwidth. QoS requirements of a realtime system are met by the attachment of QoS specifications to tasks, where a ‘task’ is defined by Gridkit to be a single unit of work. QoS specification descriptions allow application domain-specific QoS terms to be defined in an ontology, allowing customised requirements to be specified, such as ‘minimum frames per second’, ‘minimum latency’. The authors claim that this fine-grained approach to application processing requirements gives a much greater amount of control than other frameworks such as Globus, where ‘task’ requirements are specified in terms of physical attributes such as numbers of CPUs, or amount of RAM.

Applications in a Gridkit system are constructed as a set of potentially distributed interconnected components. Each component is responsible for the implementation of a particular type of functionality, such as providing access to a database, providing a buffering capability, or performing some computation on a data stream: compression, transcoding and so on. A Gridkit ‘task’ is the composition of multiple components. Inter-component communication is provided by Gridkit in several different forms: request-reply, multicast and notification-style publish-subscriber models.

Once an application has been specified in terms of components, a set of ‘virtual clusters’ can be constructed that represent mappings of components to suitable sets of physical hardware. For instance, a virtual cluster can range from a group of processes located on a single machine, to a distributed set of processes running on multiple machines. A virtual cluster appropriate to the needs of the application can be constructed by examining the annotations that specify QoS requirements of the application. For example, a requirement that states that the communication between two components should be
of very low latency may mean that the optimum physical layout is to place both component processes on the same machine, or on machines that are topologically ‘close’.

### 2.5.4.2 Mobile agents in Grids

A Grid system intended to utilise Internet-connected PCs via mobile agents is outlined by Fukuda et al. [117]. The authors point out that executing applications on computers under remote ownership poses several problems including: reliability, trustworthiness and limited connectivity of available computational resources. A solution based on mobile agents is proposed, providing the necessary middle-ware to allow user jobs to navigate between computers as necessary in an automated fashion. The infrastructure of the system consists of:

- A ‘moderator’ service that maintains user registration information.
- A web-based interface allows users to submit jobs to the system, allowing necessary job files to be uploaded, and system requirement information to be provided.
- A mobile agent, an instance of which is created for each job and is responsible for managing the job during its life-cycle.
- A Java user job wrapper responsible for mediating communications between the agent and the application layers.
- A user job (application), to be written in Java, C or C++.

The mobile agent responsible for job execution will query a registry of available computers, termed ‘targets’, in order to find the best match in terms of system requirements. If no matching machine can be found then other ‘moderator’ services, interconnected via the Globus Metacomputing Directory Service, can be queried for suitable hosts. Once a suitable target machine has been found, the agent initiates a transfer of the required data and executable files and a ‘child’ agent is started on the remote machine. If more than one machine is required, for instance, for parallel computation, then multiple child processes can be started on separate target computers. File transfers are handled via HTTP; each desktop computer runs an instance of the Apache Web server [112].

Snapshots of program execution are required in order to migrate the application to another target machine, in case the first machine suffers a failure or otherwise becomes unavailable. Such snapshots need to be made periodically, to be backed up to other target machines. ANTLR [239] and JavaCC
[3] are used to pre-process C/C++ or Java user applications at compilation time in order to add the necessary check-pointing hooks.

**IPC** between multiple target computers working on the same computational task is handled by the Java-based wrapper. Since target computers may be operating behind firewalls, direct communication between them may be impossible. Instead, each target computer is assigned a unique identifier. Communications between concurrent processes that would normally be routed directly to the appropriate worker nodes through an API such as Message Passing Interface (MPI) must first be tunneled through the HTTP connection back to the agent overseeing the process executions. The agent then forwards the message(s) onwards to the intended recipients.

### 2.5.4.3 Ensuring fairness in a P2P Grid

One of the potential problems of “public” grid computing is the reliance on the good-will of volunteers to provide computing power, and the compute projects to be not too “greedy” in terms of the CPU time they consume. CompuP2P [135] is a distributed computation architecture that aims to increase reliability over client-server approaches such as Seti@Home. CompuP2P introduces the concept of “buyer” and “seller” nodes for resource providers and consumers. Resources to be shared might include CPU power, or disk storage space. Seti@Home has a centralised architecture, where only the server is permitted to schedule jobs for processing and only the peers perform computational work. CompuP2P on the other hand, allows any node to submit requests and/or perform computation. Rather than rely on the good-will of participants in networks such as Seti@Home and BOINC, CompuP2P implements ideas based on microeconomics to encourage participation in the network. Participating peers can “sell” resources such as CPU time to other peers in need. Eventually, other peers are able to reciprocate by making their available resources for a price. Peer-based negotiation takes place to determine the best “price” and therefore which “seller” a buyer can obtain resources from. This kind of scheme should work well when participants require roughly equal amounts of resource from the system over time. It requires that “selfish” nodes eventually contribute back to the system in order to gain “currency” required to purchase more resource. On a public network, this may well be the case.

### 2.5.5 Cloud computing

Cloud computing, sometimes also referred to as utility computing, is still in its infancy, and as such there are many conflicting definitions as to what it is [86]. Typically, a provider with a large amount
of compute resource sells units of computation to consumers. Users pay for units of computational resources they use, such as CPU hours, units of disk storage, and units of network traffic. Cloud computing offers the ability to dynamically expand an organisation’s compute power, for example, to handle large numbers of requests at peak times [201].

There are various forms of Cloud computing, ranging from highly-specific applications such as email and productivity applications [2], to intermediate-level building blocks for application developers [51], to low-level virtual machine instances into which users can install any application they choose [1].

Cloud computing is considered by some to be an evolution of Grid computing [168]. Grids require the formation of virtual organisations formed from a group of institutions willing to share computational resources. However, simply combining the existing computing resources from a group of institutions is likely to result in a heterogeneous environment, making it difficult to develop and deploy applications. Fears over security also mean that system administrators may be unwilling to make configuration changes that would make a Grid more accessible to its users and developers.

By contrast, Cloud computing aims to provide the end user greater flexibility and control over the computing infrastructure they rent. To a large extent, this greater control is facilitated by allowing users access to secured virtual environments, rather than allowing them free reign on the physical hardware [168].

Clouds offers a number of advantages to hosting services locally, not least the convenience of not having to manage server equipment in a local data center. Cloud providers will typically have spare capacity to compensate for component failures, or even entire machine failures. Providers may have data centers in several geographical locations to further reduce the risk of a single point of failure [1]. Despite its apparent advantages, there is some concern that using vendor-specific Cloud-based applications and utilities will result in being locked into particular providers [182].

2.5.6 Data management in high-throughput systems

Since rapid data transfer is critical to high CPU utilisation distributed computation systems, some data transfer protocols and file systems have been optimised for this field [339, 4, 46].

Efficient transfer of data is essential for smooth running of a Grid system in order prevent CPUs from becoming idle while awaiting file transfers. Large amounts of data (gigabytes to terabytes) from several distributed resources might need to be transferred to many nodes for processing. In the context of the Grid, data might need to be transferred between geographically distant sites using a Wide Area
Network (WAN) or public network, such as the Internet. Therefore care must be taken to ensure that expensive network connections are not unnecessarily saturated, and that sensitive information is properly encrypted.

The Globus project has developed GridFTP [4] which incorporates several extensions and improvements to the FTP standard with Grid environments in mind [110]. For instance, transfers may be mediated by a 3rd party, in addition to the FTP standard client-server transfers. The implementation also supports easier traversal of data through firewalls compared to standard FTP, and provides better security via Grid Security Infrastructure (GSI) and Kerberos. GridFTP also provides more efficient large-scale data transfers by allowing data to be striped across multiple servers (analogous to RAID 0), and supporting partial transfers of data. Large Grid service providers such as TerraGrid typically use GridFTP, SCP, HTTP, and other point-to-point means of communication [222].

Recent work has investigated the use of P2P data transfers within Grid systems as a means of improving efficiency and reducing the time machines spend waiting for data [316, 124]. Fedak et al. [89] point out that while the popularity of ‘desktop Grids’ has massively increased in recent years, there has only been a little work addressing data-intensive research applications running in such environments. They point out that the existing popular ‘desktop Grids’ such as BOINC are client-server based, and therefore may suffer from scalability problems. The BitDew system described in [89] provides a development framework that allows the developer to specify how many copies of a data item should be made available simultaneously, the useful lifetime of a data item, as well as which protocol should be used to transfer data between nodes. The BitDew system has been demonstrated by executing the bioinformatics application BLAST on up to 250 nodes. Both FTP and BitTorrent transfers were used in two sets of experiments with a 2.68GB BLAST database needing to be transferred to each worker node. Fedak et al. clearly highlight the advantage of the BitTorrent transport system in this case, where a large file must be transferred to each worker node; while the FTP transfer test shows a linear decrease in transfer times as more nodes are added, the BitTorrent test shows a constant transfer time as the number of nodes are increased.

### 2.6 High-throughput computation in e-Science and bioinformatics

One of the central aims of bioinformatics is to extract new knowledge from the data amassed in the various public data repositories.

MyGrid [284] is an e-Science project centred around enabling scientists (and in particular, bioinformaticians) to more easily construct workflows utilising distributed data resources and compute
services. MyGrid consists of data repositories, services enabling access to data, agents providing computational services, and a workflow description language and enactor.

One of the central components of MyGrid is Taverna [236], a workflow enactment and management system. Taverna consists of an enactment engine for running workflows described in the SCUFL language. It also provides a GUI for constructing, enacting and browsing the results of workflows. Taverna provides an extensible result browsing architecture that provides generic views for plain text or XML data, but also allows custom data visualisations to be added. Examples include image and PDF viewers, and 3-dimensional protein structure viewers.

As discussed in the previous Section 2.2, there are several levels at which parallelism can be applied. The decision of which level of granularity to apply parallel processing techniques has important consequences for the ease of implementation and the types of hardware best suited to program execution and therefore impacts the ultimate scalability of a system.

As the size of bioinformatics sequence databases continue to increase at phenomenal rates, full-scale analyses become more difficult to perform in a reasonable time on a single machine. Fortunately, many of the computational tasks in bioinformatics fit into the ‘embarrassingly parallel’ category. One example is the sequence similarity search tool, BLAST [6]. The BLAST tool is already fast compared to its predecessors and for this reason it is hugely popular and well-studied. The standard BLAST implementation can make use of several processors for certain steps of the algorithm, which ultimately speeds up its search when compared to executing on a single CPU. The BLAST algorithm has also been implemented in a distributed parallel fashion, using the MPI interface [252]. This approach enables a larger number of CPUs to participate in a sequence search, but the system is ultimately limited by IPC overheads. Another implementation of BLAST utilises a Grid-based framework to execute multiple, independent instances of the program on different data sets [119]. This approach permits ‘embarrassingly parallel’ scalability over thousands of nodes arranged in geographically distant clusters.

Executing BLAST on a large amount of sequence data has an embarrassingly parallel solution, since the data set can either be split at the genome level for small sequences, or larger sequences can be split into smaller sections. The various implementations of BLAST highlight the trade-offs for targeting SMP-type hardware, distributed parallel approaches, and Grid approaches, respectively.

Also of interest is how a computational problem that is not easily parallelised, or only parallelisable to a small extent at a low (thread) level, becomes embarrassingly parallel at a high (program instance) level when there is a requirement to perform exhaustive searches over all available data.
An added benefit of coarse-grained (program-level) parallelism is the ability to execute programs on a large scale that cannot be easily modified, either because the source code is not available, or would be difficult to parallelise. Large distributed systems have been constructed and shown to work well with this kind of parallelism. In such systems, parallelism within individual program instances becomes a less important issue. Instead, the focus of this thesis is on the distribution and staging of data to remote compute resources, facilitating the coordination of multiple, large computational tasks using a variety of bioinformatics analysis tools, and enabling the extension and updating of such systems in the provision of an exhaustive data resource for biologists.

**BioPipe**  
Biopipe [147] is a Perl-based framework for constructing processing pipelines. Its purpose is to allow analysis pipelines to be developed from re-usable components. The control mechanisms are database-centric, while computationally intensive tasks are sent to a cluster of computational nodes for parallel processing. Biopipe pipelines are described in an XML document that specifies data sources, program executables, and execution ordering. Pipelines are constructed modularly from several building blocks: Input/Output (I/O) components for handling data transport and parsing requirements, analysis components for overseeing data processing, and application wrappers that bridge Biopipe with existing analysis applications.

Data transfer and parsing operations decoupled from processing operations. A Biopipe I/O component can handle data transfers from several types of data source, including Relational Database Management Systems (RDBMSs), flat files, and HTTP transfers. Bioperl is employed to facilitate an abstraction layer between particular data formats and analysis components. Biopipe analysis components use in-memory Bioperl objects for processing, or conversion into an appropriate format for use with third party applications. Such applications are supported through the use of wrappers that provide the appropriate interfacing logic. Wrappers have been written for many popular bioinformatics applications such as BLAST [6], CLUSTAL W [304] and Genscan [42].

Pipeline enactment is performed by Biopipe’s job management system, which shares much in common with the Ensembl pipeline [246]. Job units are modular components that make use of one or more Biopipe I/O handler components for the data acquisition, parsing, and result output operations. Biopipe supports job distribution to worker nodes via the batch execution systems LSF [58] and PBS [128].

**PEDANT**  
PEDANT[115, 313] is an automated genome annotation system providing an exhaustive analyses of all publicly available genome sequences. Protein similarity information is provided via
and the SIMAP project. Exhaustive InterProScan analyses are also provided. Notable features of PEDANT include the pipeline approach, the use of a Grid architecture for computationally-intensive programs, and Web service query interfaces to result data sets. Walter et al. point out that it is becoming increasingly infeasible to re-compute data sets from scratch for every update — i.e., for every newly released sequence. As such, they utilise a pre-computed data similarity data set, SIMAP, which they claim increases performance by between 5 and 60 times. An interesting property of PEDANT is that there are no ‘releases’ as such; incremental updates are added as new genome sequences are published. Presently PEDANT performs only single sequence annotations, although there are plans to provide comparative analysis of genomes in the future.

2.7 Summary

Bioinformatics is a cross-disciplinary science, drawing on knowledge and expertise from several domains. The rate at which new data is being generated is increasing exponentially. Currently, complex workflows have been constructed by bioinformaticians to run advanced sets of analyses over fairly small data sets \[236\]. Alternatively, large-scale data processing centres run pre-defined annotation pipelines over large amounts of data \[97\]. Ideally, these two worlds could be combined. This requires large amounts of computational power combined with a flexible analysis pipeline development and enactment environment.

Many large organisations have a substantial numbers of desktop computers. It has been shown that much of the time, these computers are under-utilised. Even at peak periods there are often a large number of idle machines in public clusters. Utilising idle workstations for computationally-intensive work has a number of advantages. There have been several works that have shown that utilising commodity hardware is often extremely worthwhile, both in terms of cost-effectiveness of reusing existing infrastructure more efficiently, and in terms of useful quantities of analysis work being performed.

This thesis is concerned with how to develop and enact flexible, complex bioinformatics analysis pipelines within a distributed computing environment composed of a mixture of dedicated compute hardware and commodity desktop computer hardware. Furthermore, approaches to exposing this functionality to bioinformaticians — who are experts at developing or interpreting the output of advanced analysis algorithms, but who are not necessarily experts in distributed computing — are also investigated.

This chapter has discussed relevant previous works and technologies for this field of research. The
next chapter discusses the motivations and requirements of a Grid system capable of addressing the project aims introduced in Chapter 1.
Chapter 3

Microbase

3.1 Introduction

This chapter introduces the motivations and system-wide requirements for a distributed computation framework, Microbase, suited to performing long-running bioinformatics analyses. Subsequent chapters discuss each component of Microbase, and how these components contribute to the overall system requirements.

3.2 Motivation

Genome sequence data is becoming available at an ever increasing rate, with the number of active genome sequencing projects increasing exponentially [191]. Publicly available sequence databases such as GenBank double in size roughly every two years [27]. Parallelism is one of the most obvious ways to speed up the processing of large amounts of computational work. As CPU clock speed increase limits are reached, desktop PCs are becoming multi-thread capable as processor manufacturers shift towards dual- and multi-core processors. What once was the domain of high-end server hardware, is now becoming increasingly available in commodity hardware. Therefore, it seems inevitable that exploiting parallelism is essential for future increases in performance, even within individual computers [238, 144]. However, while the ability to run many threads concurrently has the potential to vastly speed up the overall processing ability of a computer, the new capabilities cannot be used under all circumstances. Older single-threaded programs will not see instant speed improvements as was the case with previous CPU improvements such as clock speed increments, or additional cache memory. There are two ways to overcome this limitation: re-write applications...
to take advantage of parallelism; or run more than one application, or more than one instance of an application concurrently. Although there are big differences between distributed compute systems and standard desktop PC hardware, the underlying problem remains the same. Unless applications are aware of their environment, or the operating system has enough processes to schedule simultaneously, then no advantage of parallel hardware will be seen; the additional CPU cores will be under-utilised. In other words, parallel-processing capable machines are not inherently faster at performing a single task, but they are capable of running several such tasks simultaneously, thus improving overall throughput. Parallel architectures are ideal for solving multiple problems at a much faster rate than a sequential processor would allow. They are also suitable for large-scale problems if the computational work can be sub-divided into smaller units of work.

Large computational tasks in bioinformatics can often be split into more manageable chunks, suitable for execution on ordinary desktop machines rather than requiring the use of large dedicated compute clusters. However, the implementation usually depends on how domain-specific problems can be divided. Apart from the obvious application-level split, logical choices include splitting the computation into genome- or protein-sized chunks. For instance, the all-vs-all alignment of a large set of sequences\textsuperscript{1} has been calculated to be intractable on a single computer, requiring in excess of 1500 CPU years\textsuperscript{[119]}. Instead, the mammoth task can be divided by performing multiple pair-wise alignments on subsets of sequences. As long as the hits from each alignment are combined, the final result set should be the same as that produced by a single long-running task on a single machine. The suitability of the data to fit smaller computers and be distributable among them makes utilisation of general-purpose desktop computers attractive. These otherwise-idle machines can be put to good use, maximising their investment and lessening the need to buy additional expensive server-room equipment. Additionally, when the next hardware update cycle arrives, compute power available for distributed job processing will be increased for no additional cost.

With mass-market dual- and quad-core x86 processors available from both Intel and AMD, it is only a matter of time before multi-core CPUs become dominant in desktop PCs. This provides the opportunity for desktop Grid systems to execute multiple single-threaded distributed compute jobs on each desktop PC, or allow the applications that support multi-processor machines (such as BLAST or InterProScan\textsuperscript{[337, 225]}) to complete their tasks more efficiently. In effect, the best of both the distributed and purely parallel worlds can be combined: isolated processes can run over multiple worker nodes with minimal Inter-Process Communication (IPC), while at the same time, multi-threaded parallel programs can utilise commodity multi-processor machines, forming a part-\textsuperscript{1}The nucleotide sequence ‘NT’ database contains entries from the GenBank, EMBL, and DDBJ databases, available here: ftp://ncbi.nlm.nih.gov/blast/db/
On a typical university campus, or large corporate environment, there are likely to be several thousand desktop PCs. The sheer number of PCs effectively guarantees that a proportion of them will be completely idle (i.e., no logged-in users) most of the time. Even during peak hours, a large number of machines are available. At Newcastle University there are approximately 2400 computers participating in the Condor pool. One of the major motivations for developing Microbase is to take advantage of increasingly powerful, but often under-utilised desktop PCs for CPU-intensive bioinformatics applications. There is therefore a requirement to handle a wide variety of hardware capabilities and configurations. Dedicated compute resources (i.e., large cluster machines) may form part of the available compute power, but a large proportion of a typical Microbase installation’s computational power is intended to come from ‘cycle-scavenging’ idle time of ordinary desktop computers. One of the most important aspects to consider is that the primary purpose of these desktop computers is not for running Grid applications. They are ‘volunteer’ computers that make their resources available to the system when they are not being used. The Grid compute client will run with the lowest priority and may be interrupted by at any time by a more important task, such as a user log-in. The compute client may be suspended, or even entirely removed without prior warning.

Although there is a vast potential of processing capacity available from commodity desktop worker nodes, several challenges must be overcome in order to utilise them reliably.

- Desktop nodes may join or be removed from the system at any moment, without warning. It must be possible to migrate work to alternative locations.

- Desktop nodes do not necessarily have narrow-interest domain-specific software installed.

- The logistical issues of the distribution of large files to remote computers needs to be considered.

- Although system administrators must initially permit the use of a Grid compute client, it is not feasible to expect them to install and maintain required domain-specific applications. A low administrative overhead is therefore required.

### 3.3 System-level requirements

The Microbase system requirements cover a broad range of categories including: data handling; responsiveness; modularity; accessibility; environmental; reliability; and usability. The following
sections introduce the project-level requirements of a Grid system intended to support bioinformatics analysis pipelines.

### 3.3.1 Environment-specific considerations

The Newcastle University Condor installation currently consists of over 2000 nodes forming a heterogeneous set of Windows and Linux machines with varying hardware capabilities. A 96-CPU (64-bit Linux) dedicated cluster is also available. Apart from the ability to submit Condor jobs, and Secure Shell (SSH) access to the Linux machines, we have no control or special privileges over the machines; they are part of a centrally-managed system for which we have no administrator access. Some temporary file space is accessible for the duration of a job execution. This file space is purged at the end of a Condor session, so cannot be relied upon for persistent storage. Since most of the available worker nodes are general-purpose desktop PCs, no assumptions can be made regarding the availability of domain-specific software packages. Worker nodes are also susceptible to being removed from the Condor pool at any moment, resulting in the termination of any active job(s) on that node. The Windows nodes are configured to run Condor jobs only when no user is currently logged in, so as not to impact on the user experience. Therefore, pool-disconnection events occur quite frequently and unpredictably for a given PC. It is likely that more PCs will spend a longer duration connected to the Condor pool outside of normal working hours [294]. Given the large number of machines, there is also the possibility that hardware failures may regularly incapacitate small numbers of machines. Microbase must be able to work within the constraints of the centrally-managed network at Newcastle. These constraints require:

1. **Platform heterogeneity**: the system must be able to cope with dynamically changing ratios of operating system or CPU architecture availability by adapting the number of scheduled tasks to suit the current platform availability distribution.

2. **Job migration**: Microbase must have the ability to migrate computational work to alternative worker nodes when active node(s) become unresponsive or unavailable.

3. **Handling job execution failures**: Job execution failures resulting from environmental properties are expected to occur relatively frequently. A distinction should be made between a job execution failure that occurs as the result of the execution environment, and a job execution failure that is the result of a job implementation fault. In general, jobs should be retried in the case of a failure, and a job re-execution should only reduce the overall efficiency of the system.
Failures should not impact the validity or accuracy of the results obtained from a computation, and should not result in ‘duplicate’ data items.

In contrast, server machines available to Microbase can be considered to be much more reliable than worker nodes. This class of machine typically has a large amount of high-performance disk capacity. Administrative access is also available on server hardware. It is expected that high-availability centralised services and databases can be deployed to server hardware, rather than desktop nodes.

- Microbase must support execution of domain-specific software on a variety of platforms, ranging from 32-bit Linux and Windows-based desktops to 64-bit dedicated compute clusters.
- Automated installation of domain-specific applications to remote worker nodes must be supported. This requirement is needed to meet the needs of running in a non-dedicated environment, as well as reducing the demands on system administrators.

### 3.3.2 Scalability requirements

Scalability requirements are driven entirely by the environment Microbase is expected to be deployed to. Each worker node present within an installation puts additional load on server architecture. Large numbers of worker nodes will necessitate scalable server processes so that the load can be distributed over a number of servers. Server load comes from a variety of sources, including: requests from worker nodes for work, data transfers to and from worker nodes, and management of large SQL result repositories. The responsibility for maintaining a scalable system is jointly shared between the Microbase infrastructure and the applications that run within it. Microbase is responsible for providing scalable and extensible infrastructure for domain applications to execute within, including:

- Efficient file transfers between nodes is required. Distribution of data files to multiple locations simultaneously is expensive in terms of server network and disk bandwidth. Due to the operating environment Microbase is required to function within, multiple worker nodes will be required to transfer the same files many times. In order to support these large scale file transfer operations, Microbase is required to provide efficient distribution of files in order to minimise transfer bottlenecks that might otherwise undermine the efficiency of the system.
- Low overhead software installations are required. Due to the transient nature of worker nodes, repeated temporary software installations will incur additional network and disk load on server resources.
Domain applications must also take some responsibility for the scalability of the system as a whole. Microbase can guarantee scalability as long as domain applications ensure that shared-resource bottlenecks are not introduced, such as frequent access or complex queries to shared SQL databases.

### 3.3.3 Data handling requirements

Microbase must handle a number of data management issues relating to the detection of new data files, the management of data flows between applications, and the permanent storage of generated data files. Some data management issues, particularly those to do with temporary, intermediate data files also intersect with maintainability and extensibility requirements introduced next, in section 3.3.4.

Since primary bioinformatics data sources are continually being updated, it is necessary to keep secondary data sets up-to-date by acquiring new data and performing new computational work. Depending on the requirements of the applications involved in a pipeline, and the overall goals of the pipeline itself, secondary data sets must be processed in one or both of the following ways:

- Files produced by analysis applications must be permanently archived. This involves practical issues, such as retrieval from ‘unreliable’ worker nodes,

- Depending on application requirements, result data may also need to be stored in a structured data storage system, such as an SQL database.

### 3.3.4 Maintenance and extensibility requirements

There is a requirement for Microbase to support long-running analyses. Over a period of time, new analysis tools, or new versions of existing analysis tools are periodically released and an analysis pipeline may need to be updated to include these new versions. In the case of major software version updates, for instance if the implementation is substantially changed, or the output file format of a program changes, then the new software version may need to be run in parallel with the old version. This increases the workload since both versions now need to be executed, but is useful if processes further downstream in the pipeline expect data in one or other formats. It is also useful if a comparison between the results produced by the different software versions is required.

It is also possible that entirely new applications will need to be added to an already-installed system. Rather than re-installing and re-generating all data from scratch, it would be preferable to simply add the new application to wherever it needs to be placed within the analysis pipeline. The new
application may have to “catch up” to the current state of the system by processing existing primary
data sets, but other applications should be unaffected by the addition of a new application.

The following functionality is essential for long-term maintainability, where programs as well as data
are added to the system incrementally:

- The data sets generated by new tools should compliment existing data sets, without requiring
  existing data to be re-computed.

- It should be possible to add new analysis tools to any point of an existing pipeline, allowing
  data to flow from one tool to the next.

- Newly added applications must be able to ‘catch up’ with the current system state; i.e., they
  must have the opportunity to process all existing input data before being required to process
  new information.

- Version control must be implemented for data files and program executables in order to main-
tain consistency.

Also essential for long-lived applications is the ability to determine when an application fails, and
in what circumstances a failure occurs. Crashes and bugs may be specific to a particular hardware
and operating system combination, software package, or even an individual computer. It is also of
interest to system administrators to gather hardware usage statistics, in order to determine cluster
utilisation and efficiency information.

It is essential to maintain detailed logs of every action performed by the system. Provenance trails
are essential so that the impact of a single data item at the top of a pipeline can be traced and assessed
as it propagates throughout the entire system. This information is useful for debugging failing jobs
as well as for inspecting the general data flows through the system [66]. In addition to the storage
of event graphs, all output data files should be stored. Even if an analysis is repeated, the old files
should still be accessible. This ensures that system events can be associated with result data, which
can be associated with a particular version of a data file and version of a program executable. As new
versions of programs or new versions of data items are added to the system, they become the system
defaults for new executions or query retrievals, but they do not entirely replace previous system
configurations. This ensures that an accurate provenance trail is maintained.

Scalability requirements discussed in the previous section require a Microbase installation to be able
to scale as workloads increase. The implications for a maintainable system are as follows:
• It must be possible to add new instances of server components to an existing system with the minimal reconfiguration.

• Likewise, it must be possible to replace (i.e., migrate) currently installed server components to different hardware, again with minimal reconfiguration.

The maintenance and extensibility requirements discussed in this section, combined with the previously-discussed application support requirements point to the need for modularity. Although groups of applications may have data flow dependencies between them, there should be no inherent ‘integration’ between different applications. Modularity should enable additional applications to be inserted at any point within a pipeline, without adversely affecting others. Therefore, Microbase must support the addition of domain-specific functionality through independently-packaged modules.

### 3.3.5 Application support and workflow structuring

It is anticipated that the majority of applications that must be run as part of a typical bioinformatics pipeline are existing analysis programs that are either single-threaded or exploit local machine-level parallelism. Such programs are often command-line driven and are non-interactive, making them amenable to automation. However, they will not necessarily be aware of distributed computing or Grid infrastructures and services, or even remote file transfer protocols. Microbase is therefore responsible for ensuring that an appropriate execution environment is constructed on worker nodes for applications that masks the complexities of a Grid environment. The applications themselves should be oblivious to the fact that they are running within a distributed environment. Taking into account the environmental conditions (Section 3.3.1), software installations will need to be performed every time a worker node joins the pool of available worker nodes. There is therefore a need for this process to be efficient so that the available CPU time of worker nodes is maximised.

In addition to the logistical requirements of staging data files and the practicalities of executing applications on remote nodes, there are high-level scheduling and data management issues that must be addressed. Firstly, when an analysis application is run by hand, the human operator is responsible for specifying command line switches and data file paths to be used that are appropriate for both the application and the type of input data. For instance, it might make sense to for a particular bioinformatics application to work with prokaryotic, but not eukaryotic data sets. When an application is executed in an automated fashion, the decision regarding appropriate data content and command line formation must also be automated. The responsibility for the formation of appropriate command lines lies with the software agent executing the application and ultimately the developer. While the
content of the data files and actual command line options are inherently application-specific, the process of environment construction and data staging for any application is the same. Therefore, there is a requirement for Microbase to manage these generic functions in order to ease the burden on the pipeline developer.

Secondly, since analysis applications are not aware that they are executing as part of a larger workflow or pipeline, it is necessary for a management process to supervise high-level operations. The tasks a supervisor application would need to undertake include: reacting to new input data becoming available; scheduling instances of an analysis application to execute with the appropriate data; concatenating result data from completed distributed executions; managing structured data stores, such as pipeline-specific SQL databases; and announcing to the rest of the system when an analysis task has been completed. These ‘supervisor’ applications would need to be written by the pipeline developer, since they are inherently application-specific.

While it should not be necessary to modify existing applications to run within a Microbase system, the pipeline developer will be required to write a ‘wrapper’ around analysis tools in order to supervise their operation and to co-ordinate with other elements of the pipeline. The process of constructing command lines is inherently application-specific, there is a requirement for Microbase to ensure that such customisations are possible in a manner which is suitable for the heterogeneous execution environment, and the pipeline developer.

1. It must be possible to re-use existing applications without modification.

2. In order to minimise the load on limited server resources, an efficient data transfer mechanism is required for repeatedly copying files to worker nodes every time they join the Condor pool.

3. Microbase must manage the construction and removal of temporary execution environments on worker nodes, providing the following functionality:

   (a) software installations,

   (b) staging of input data files,

   (c) archival of result output files.

4. It must be convenient for pipeline developers to construct supervisor applications capable of high-level management of analysis tools. Microbase should provide a development framework that allows supervisor applications to achieve the following functionality:
(a) Perform co-ordination operations with other supervisors: be informed of new data items as they enter the system, such as newly published genome sequence files; to inform other applications when an analysis is complete. Announcements must be possible without knowledge of specific recipients, or even if there are any recipients at all.

(b) Determine whether a new data item is relevant to a particular analysis tool.

(c) Determine the amount of computation required for a new data item.

(d) Distribute units of the computation among available worker nodes.

3.3.6 User requirements

Distributed systems are inherently more difficult and complex to use and maintain than single-machine programs. One of the barriers to the uptake of a system is how difficult the system is to use, administrate and develop for. There are typically three types of users of a Grid system and usability issues impact these groups in different ways:

**System administrators** are required to install and maintain Microbase components and necessary supporting software, such as application servers. System administrators need to manage the day-to-day tasks involved in the general upkeep of the system, such as resolving networking issues, monitoring compute cluster utilisation, and ensuring enough storage space exists for result data.

**Pipeline developers** are responsible for constructing analysis pipelines from multiple bioinformatics applications. These Bioinformatics applications may need to be adapted to fit a distributed environment, or their output files reformatted in order to be fed as input to another program. Developers need a working knowledge of Microbase and its public Application Programming Interfaces (APIs) in order to adapt existing bioinformatics tools to a Grid environment, but do not necessarily require in-depth knowledge of every component.

**Research users** may be biologists or bioinformaticians wishing to browse or query the output of one or more analyses. These users are primarily interested in the results data from applications. They may wish to submit domain-specific queries that integrate over the available data sets.

3.3.6.1 Developer requirements

One of the main motivations for Microbase is to achieve distributed, concurrent processing of multiple instances of existing applications. Such applications are typically designed for desktop use.
Although some applications may exploit small-scale Symmetric Multi-processor (SMP)-style parallelism, they are not likely to be ‘Grid-aware’. In order to run such applications on a large scale the following are required:

- Existing applications should not need to be modified in any way, and it should not be necessary for them to have any knowledge of the Grid environment they are executing within.

- Microbase must provide insulation to these applications from the Grid, including:
  - setting up and tearing down execution environments on distributed nodes;
  - ensuring correct files are distributed to worker nodes.

Pipeline developers are likely to be bioinformaticians with experience of the programs they are using, and knowledge of the results they generate. These developers will typically have some programming knowledge, but will not necessarily be expert in distributed systems or parallel programming. In order to ease the process of porting applications to execute within Microbase, the following functionality must be provided by suitable library support and developer APIs:

- Ability to wrap domain-specific applications in a manner suitable for deployment to a heterogeneous set of worker nodes.

- Enabling a clear, modular separation to be made between server- and worker node-based components, and their respective responsibilities.

- Provision for decoupled communication with other domain-specific applications.

### 3.3.6.2 System administrator requirements

The following assumptions are made regarding the deployment environment of a Microbase system:

- Administrative access is available for servers such that databases and web application container directories are modifiable.

- *No* administrative access is required to desktop worker nodes, as long as the Microbase compute client can be started by some means, such as via a system boot script, SSH, or Condor.

Microbase should therefore provide:
• The ability to install the core Microbase services, and required domain-specific applications to a system operating under the constraints specified above.

• Changes to the system including the addition of new applications, or the modification of existing applications should be possible without major administrative effort.

• Server-based components should be ‘mobile’ in the sense that a redeployment to a different set of servers should be feasible without major reconfiguration or data regeneration.

### 3.4 Architecture Overview

In section 3.3 we presented the requirements for a large-scale, generic, distributed compute platform. This section will describe the architecture chosen for Microbase. Grid-based systems, particularly in an e-Science context, are as much concerned with the flexibility and maintainability of a system and matching user requests to shared computational resources over long periods of time, as they are with scavenging every last available CPU cycle [108]. Any system fulfilling these requirements is likely to become large and complex. Architecturally, such systems are often split into modular components based on functionality (see Section 2.5). We have divided Microbase into the following components, each of which provide an aspect of core functionality. Taken together, these components address the system-level requirements discussed in the previous section:

• Notification system - facilitates de-coupled communication between components. Fully described in Chapter 4 on page 69.

• Resource system - a scalable, distributed file store. Fully described in Chapter 5 on page 85.

• Job management system - provides job scheduling and failure management for heterogeneous groups of worker nodes. Described in Chapter 7 on page 134.

• Domain-specific application components (termed `responders`) - these are user-written components that either perform an analysis themselves, or delegate to a pre-existing analysis program. A framework for the development of these components is discussed in Chapter 6 on page 107.

Microbase consists of a set of separate, loosely-coupled services that co-operate together to provide the infrastructure required by Grid-scale applications. This architectural approach facilitates scaleability and reliability through the ability to replicate service components over a number of
servers. In an actual deployment of a Microbase system, the various services listed above may be located on a single physical server, or spread across several, potentially geographically distant machines. For scalability reasons, an installation may contain more than one instance of a given component type; for instance, data-intensive applications may benefit from multiple resource system instances in order to service the needs of multiple concurrent data requests in a timely fashion. However, for the purposes of the immediate discussion, all instances of a particular component type can be considered to be part of the same conceptual unit.

A notification-based approach has been adopted for high-level IPC between Microbase components. Notification systems have been shown to facilitate the interaction and integration of geographically distant Web services (see Section 2.4.3). In Microbase, the notification system is used to co-ordinate the data flow between applications. It permits modular domain application components to register an interest in a particular type of message and thus receive past and present announcements from other application modules. Event-based messaging enables multiple entities in a distributed system to communicate in a loosely-coupled fashion, essential in a dynamic and changeable environment where the participants are not necessarily known until runtime. The Microbase notification system provides a centralised event-driven communication facility for other services, enabling asynchronous service orchestration to occur.

The Microbase resource system is responsible for storing and distributing input and output data files for each registered application. In a distributed environment, data resources may need to be exposed to a large number of worker nodes simultaneously. In addition, worker nodes must be able to find the resources they require. The Microbase resource system consists of a central resource look-up facility and a dynamically-expandable, scaleable file distribution system. The look-up service provides a directory listing, where items may be tagged with user-defined meta-data to allow efficient querying. The distribution system provides scaleable transfers via a peer-to-peer (P2P) protocol, facilitating the rapid transfer of files to multiple nodes.

The Microbase job manager oversees the running of computationally-intensive tasks and manages their execution environment. A job is a unit of work suitable for execution on a single computer. A Microbase job implementation either performs domain-specific computation itself, or acts as a thin wrapper around an existing command line application. A job scheduler is required to match jobs to machines capable of running them, to queue jobs until a suitable node is available and to keep track of and retry failed jobs. This allows the job requester to be de-coupled from the actual hardware performing the execution. The Microbase job scheduler provides this functionality, and additionally provides transparent distributed data transfers to and from worker nodes via the resource
system and publishes task execution reports through the notification system. Worker nodes execute a Microbase compute client in order to process jobs. This compute client provides the capability to acquire computational work from the job management system, stage data, and dynamically install software. The compute client may run on top of existing distributed platforms such as Condor [192], or may simply be started by a remote shell, such as SSH.

Together, the components described so far form the core of a Microbase installation (see Figure 3.1). They provide the common, generic functionality that a typical analysis pipeline will require: high-level, lightweight communications; an efficient bulk data transport mechanism; and a job scheduling and execution system for CPU-intensive work. Domain-specific pipelines can be constructed to take advantage of the infrastructure provided by the core components with the addition of one or more components termed responders. A responder (see Figure 3.2) is a self-contained collection of modules that, when taken together, encompass the entire scope of a domain application’s existence within a Microbase system. The modules that comprise a responder may have completely orthogonal functions and may work in entirely different environments (see Figure 3.3), but together their common aim is to support the domain-application within the Microbase environment. For example, a standard bioinformatics command line application, its Microbase compatibility layer (wrapper), and associated SQL database, Web service query interface and user interface would all be grouped together within a responder. This semi-formal grouping of related domain-application modules is essential for the fulfilment of several of the Microbase system requirements as discussed in the previous section, since it facilitates introspection of project components which then enables automation and modularity in several areas.

### 3.4.1 Facilitating flexible and extensible analysis pipelines

Responders will be discussed in detail in Chapter 6. Here, it is important to point out that responders have the following properties:

- Communication with the Microbase core components is possible via event messages transferred via the notification system.

- Responders are not inherently aware of other responders within the system.

- Responders can be organised into hierarchies, where several responders can be ‘connected’ via shared interests in particular types of notification message.
Figure 3.1: Shows the interactions between the major components of a Microbase system. A notification system component routes and stores all high-level messages between the other components of the system. This diagram shows how a request for computational work from a domain-specific analysis application involves the core Microbase components:

A 'new data' event message (1) is sent to an interested domain application responder. The Web service component of this responder interprets the message to determine if any computational work needs to be performed. An application-specific task splitter then breaks the computational work into units manageable by individual worker nodes. A task description message (2) results, which is forwarded via the notification system to the job management system (3). Here, the requested work is added to a job queue until work is requested by worker nodes (4). Once a worker node has obtained the job description, it downloads and installs the necessary files via a P2P transfer protocol from the resource storage system (5). Files may either be transferred from dedicated resource system servers, or from other worker nodes running similar kinds of jobs. On completion of a unit of work, individual worker nodes publish result files to the resource storage system and job reports are submitted to their allocated job server. Once all jobs relating to the initial responder’s request have been completed, a task completion notification message (7) is sent to the notification system, which is then forwarded on to the responder that originally requested the computational work.
Figure 3.2: A responder is a self-contained collection of modules providing domain-specific functionality. The composition of a typical responder is shown here. A responder minimally needs to contain two components: an event handler and a compute job implementation. The event handler must respond to notifications by deciding how much work needs to be completed to satisfy the event, by scheduling the required work, and to notify other responders when the work has been completed. A job implementation must also be provided that is capable of executing computationally-intensive applications on a number of potential platforms.

Figure 3.3: Different parts of the responder are deployed to different environments. For instance, control logic and databases are deployed permanently to reliable server-grade hardware, whereas computationally-intensive jobs are deployed on-demand to one or more worker nodes. Job implementations for multiple platforms may be provided.
One of the most important objectives for Microbase is the ability to support flexible and extensible analysis pipelines.

The modular design of a responder, coupled with the functionality provided by the Microbase system together enable flexible and extensible analysis pipelines to be constructed. Several challenges must be overcome in order to satisfy this key Microbase requirement: data preservation and co-ordination. The responsibilities for enabling extensibility are shared between Microbase core responders and domain application responders.

In typical analysis pipelines, intermediate files are discarded as they consume disk space and are of no use to the originally-intended aim of the pipeline. However, to permit pipeline extensions at arbitrary points, all intermediate files must be preserved. Figure 3.4 shows an analysis pipeline composed of several programs. Apart from necessary data flow indicated by the arrows, each analysis step is otherwise independent and has no influence on other responders. In Figure 3.4, it is assumed that the goal of the pipeline is to obtain the results of responders 3, 7, and 5. The preceding responders (1, 2 and 4) perform the computation necessary to support that goal, but from the perspective of the pipeline, the preceding responders only contribute indirectly the required result data set.

If the aim of the pipeline shown in Figure 3.4 subsequently changes at a future time, then it is useful to have an archive of the result data from the intermediate steps in order to facilitate pipeline extension without re-computing the intermediate stages. For instance if responder 2 executed a Basic Local Alignment Search Tool (BLAST) analysis and responder 3 filtered ‘interesting’ BLAST hits, then from the perspective of the pipeline, there would be no need to keep ‘non-interesting’ result data from responder 2. In this situation, adding responder A at a future time would be straightforward, whereas adding responder B would require re-computation of the results from responder 2.

Re-executing applications in order to re-generate missing intermediate data is less desirable than storing previous result data. Re-executing applications may be time-consuming, requiring many CPU hours of to complete. Re-generated result files are also not guaranteed to be identical to the original data files if software updates have been applied in the meantime. It is therefore preferable to archive the original data files to guarantee consistency.

Through the use of notification messages, co-ordination of responders can be achieved. As responders are added to a system, they are registered as push subscribers with the notification system. A loosely-coupled pipeline or hierarchy of independent responders then emerges (see Figure 3.4). Different stages of this pipeline are triggered asynchronously as messages trickle through the system. A typical responder has no knowledge of its position within an analysis pipeline; it only has
Figure 3.4: A hypothetical analysis pipeline is shown consisting of seven responders, each presumably executing a different type of analysis, and all reacting in response to the preceding responder in the pipeline. The first responder reacts to new data becoming available to the system. Responders shown with solid lines are assumed to be present within the ‘current’ pipeline. Responders with dotted outlines show some of the potential extension points. Arrows indicate data flows between responders.

Shows three different pipeline extension situations that a Microbase system must be able to handle:
1) ‘Future responder A’ shows a relatively simple extension of an existing pipeline. The output of ‘Responder 3’ is used as the basis for the input of the new responder.
2) ‘Future responder B’ illustrates the importance of preserving data files from intermediate processing steps. The output data of ‘responder 2’ is required in order for ‘future responder B’ to be attached to the system.
3) The addition of ‘Future responder C/D’ also require intermediate data files to be stored. This case also demonstrates the ability to introduce entirely new primary data sources.
4) Finally, responders E, F, and G show that an entirely independent pipeline of responders could be added to the same Microbase installation. In this case, the second pipeline should have no influence on the first.

knowledge of how to handle the stimuli it is registered to receive.

All of the core services provided by Microbase, except the notification service, are in fact responders themselves. For instance, the job management system reacts to requests for computation, and reports completion events via notification. The resource system also uses the notification system as a means to announce the existence of new file resources. The modular responder-based approach not only enables analysis pipelines to be extended arbitrarily, but the core functionality provided by Microbase itself may also be extended by adding additional responders. The term core responder is used to refer to a responder that provides core Microbase functionality, whereas the term domain responder refers to a responder that provides application-domain functionality. The distinction is made only to emphasise which responders that are essential and required for every Microbase installation, and which responders provide functionality specific to a particular application domain. There are no technical differences between core responders and domain responders.
3.5 Supporting technologies

The Microbase architecture is implemented using a set of open-source, standard technologies. The use of existing software components allows systems to be constructed more rapidly by avoiding unnecessary repetition of work. Open-source software purports the ability to customise these existing applications and libraries to suit our requirements, where this is necessary [328]. The use of standards-compliant software facilitates interoperability with other languages, platforms, or research groups. We have selected several technologies to support the development of Microbase, described below.

Web services are an industry standard means of invoking services remotely, or accessing remote data. They have the advantage that they run within a standard servlet container, work well over the Internet (SOAP over HTTP avoids most firewall issues), and are relatively easy to develop [52, 72]. Web Service technology is rapidly maturing and several stable Web service implementation libraries are freely available [73, 300]. Web services play an important role in Microbase. Having a well-defined public-facing interface that hides inner implementation-specific details is desirable for the long-term maintainability of a project, and the users/tools that depend on it. Web Services enable the construction of such APIs relatively easily and are used intensively within Microbase for providing access to remotely-hosted functions and “canned query” interfaces.

Microbase will require the bulk transfer of large amounts of binary data to multiple worker nodes. BitTorrent (see Section 2.3.1.1) utilises a peer-to-peer transport protocol. While several such protocols exist, we chose to use BitTorrent, specifically, the Azureus library [249]. Our chosen implementation of the BitTorrent protocol supports an entirely decentralised tracking system, removing one potential bottleneck in a high-volume environment.

A Microbase-based system will often need to store large amounts of structured data. We have used open-source relational database systems to fulfil this requirement, specifically, Hibernate [299] and PostgreSQL [130]. These design choices for the core Microbase components do not dictate the data storage options for every Microbase component. Although Microbase components have used structured storage mechanisms, third party components are not required or even encouraged to use the storage technologies we have chosen and are free to use their own data storage solution.

Most of the system is implemented in Java [216]. Given the requirements, a cross-platform language such as Java is an obvious choice. Given the heterogeneous environment in which Microbase components must run, the ability to execute applications without recompilation is a clear advantage. In addition, the combination of Tomcat [113] and XFire [73] provides a base for hosting server-side
components.

The Maven build system [114] has been employed to compile the Microbase project. Maven allows the tractable construction and compilation of large projects through a pattern-based design strategy and its comprehensive dependency management. Microbase uses the ability to uniquely identify a Maven project and its dependencies for both compile-time and runtime purposes.
Chapter 4

Notification system

4.1 Introduction

Notification systems are responsible for handling inter-component communications in loosely-coupled distributed systems. The notification system itself is a centralised component at a location known by all other components. System components that communicate via the notification system may be located on the same server, or at different physical locations, potentially dispersed on the Internet.

Entities termed publishers are able to send messages to the notification system. Other entities termed subscribers can register an interest in particular types of message. The notification system ensures delivery of a message to all interested subscribers. A message consists of application-specific content which is not parsed by the notification system and meta-data including a topic which is used by the notification system to determine suitable recipients of the message.

In a Microbase system, the notification system provides reliable, ordered delivery of messages required for decoupled components to communicate. Microbase components may play the role of either a publisher or subscriber, or both (Figure 4.1 on the following page).

4.2 Motivation

Although it would be possible for all Web service components to communicate directly with each-other in a point-to-point manner, there are several reasons why this approach is not desirable for all types of inter-responder communication. point-to-point (PTP) communication requires each component to have knowledge of the endpoint(s) of the other components with which it needs to communicate, compromising the modular design requirement (Section 3.3.5 on page 56). If the locations of
Figure 4.1: Conceptual overview of the notification system. Publishers send messages labelled with a topic. The notification system then determines which subscribers are interested in that message. The message is forwarded appropriately.
these services change — for instance, after a scheduled redeployment or as a result of a server failure — then the endpoints of the hosted services need to be updated, impeding system maintainability. The configuration service (see Section 3.4 on page 60) reduces maintenance issues to some extent through the use of its service type to endpoint registry. However, although endpoints of existing services can be updated, the addition of new components, or removal of existing components would pose a problem. In these cases, each component involved in PTP communication with others would need to manage its own list of “interested” peers, potentially requiring a system-wide reconfiguration.

A notification-based approach (for background, see Section 2.4.3 on page 33) to communication solves these issues:

- Provision of a single public API for the publication and reception of messages: an individual component only needs to use one API in order to communicate with any other component. (see modularity and developer user requirements).

- Participants in the system require less configuration maintenance, since they only need to communicate with the notification service directly.

- Publishers only need to ensure correct delivery to the notification system. The notification system handles onward delivery to subscribers.

- The notification service manages topic-subscriber “interest” mappings, thereby allowing new subscribers to be added without updating publisher components.

- The notification system should take responsibility for logging messages from publishers, providing a provenance trail useful for debugging, or inspecting a system’s state (see maintenance requirements in Section 3.3.4 on page 54).

- New subscribers have access to the entire history of previously published messages, allowing them to be brought up-to-date with the current state of the system (see system extensibility requirements in Section 3.3.4 on page 54).

Grid systems are far more exposed to component failure than stand-alone systems. The addition of more software and hardware components to a system increases the risk of observing an individual component failure, either as a result of a software crash, or a hardware problem such as a network outage. If PTP communication between services is analogous to instant-message communication, then notification-based messaging is the Grid equivalent of e-mail. A notification system provides
greater reliability through the temporal decoupling of the message publication process from the message delivery process. For instance, a publisher sending events to a set of subscribers can continue to operate, even if one or more of the subscribers are temporarily unavailable. When the failed subscriber(s) becomes operational again, the ‘missed’ messages will be forwarded appropriately. In contrast, a PTP mechanism would fail in this situation since it requires both publisher and subscriber to be ‘on-line’ at the same time.

A Microbase system is composed of core responder and domain responder components. As described in Section 3.3.5 on page 56, a responder consists of at least one Web service-based server-resident component, and at least one mobile component that may be resident on one or more transient worker nodes. Server-resident components will typically be permanently registered, at largely static locations. Therefore, the preferred delivery method for server-resident components is push subscription. Due to the transient and mobile nature of worker nodes, pull-subscription is the only possible delivery mechanism.

To support these two situations, the Microbase notification system needs to support two different kinds of message delivery:

1. A post-style directed delivery system, that pushes messages to specific recipients at well-known locations, and
2. a public bulletin-board system where anonymous, transient entities can collect messages relevant to them.

It is not appropriate for all inter-component communications to be sent via the notification system. For notification-based communication to be appropriate, the message content should be lightweight and of public interest to other components. The notification system should be used when such messages need to be reliably delivered to decoupled subscribers and made persistent for future use by newly-added subscribers. Communications that involve large quantities of data, or for which low latencies are essential, are typically better served by direct PTP communication.

In Microbase, there are several categories of communication, only some of which are suited to notification-based messaging. Examples of where communications are suited to notification-based messaging are:

- The propagation of high-level state change information from a responder to other interested responders.
The coordination and synchronisation between processes executing within responders. These messages are often implementation specific.

Types of communications that are not suited to notification-based messaging are:

- Queries for structured data stored by remote components.
- Queries for large data objects stored by remote components.

High-level state changes within components, such as ‘new data’ or ‘action complete’ announcements may be of interest to other components. Even if no component currently installed within a system is interested in a particular event type, a newly written or newly installed component may register an interest at some point in the future. These events need to be permanently archived in case a new responder interested in these message types is added to the system at a future time. Events of this type are ideally suited to being handled by the notification system, since message recipients are not necessarily known (and in fact, should not be known) by the publisher.

Coordination and process synchronisation messages between decoupled components must also be transferred via the notification system. However, unlike high-level state events that are exchanged by registered Web services, coordination and synchronisation requests typically need to be communicated among ‘anonymous’ entities that are not registered with the system. Examples of anonymous entities include transient worker nodes that join and leave the system unpredictably, or a domain-specific process migrating between worker nodes. Synchronisation operations are generally either time-dependent, highly implementation-specific or both. The necessity for a component to send these types of event may depend on the current state of a system, such as the current unavailability of a particular resource required by that component. Coordination messages are necessary for the system to operate, but there is nothing inherent in their content that is of interest to pipeline-level provenance. Although this type of message must be stored until delivery is complete, there is no requirement to archive them permanently.

Data queries to remote components are almost always implementation-specific; a component requires a specific kind of data from a specialised source that can provide it. For instance, a component requiring a list of unprocessed genome sequences needs to acquire that list from the component responsible for maintaining genome sequence information. There is no reason for other components to be interested in specific queries such as these; while a different component may also be interested in sequence identifiers, its list of ‘unprocessed’ items will most likely contain different items. Routing
domain-data through a Web service-based notification system would not be advisable in any case, since it would become an un-scalable single point of contention (see background Section 2.1.1).

For the reasons described above, data acquisition from remote storage is better handled by point-to-point domain-specific Web service transactions where structured data resources such as SQL databases need to be queried. Bulk data transfers, such as large files, are more appropriately achieved via the Microbase resource system (introduced in Section 3.4 on page 60, and described in detail in Chapter 5 on page 85), with the transfer being initiated by a lightweight point-to-point service call. Therefore, these types of component communication should not be routed via the notification system, and are not considered for the remainder of this section. The only types of communication that the notification system is required to handle are lightweight status update notifications, or lightweight requests to decoupled entities.

Point-to-point communication still has its uses, however. In cases where low latency is critical, messages are entirely implementation-specific and of no relevance to other components, or where there are so many subscribers that it would be infeasible to use the notification system. Direct point-to-point communication could be used, for instance, between tightly-coupled Web service components within a responder. These communication types are not relevant to the notification system, and will therefore not be considered further.

Although both high-level responder state messages and low-level coordination/synchronisation messages need to be routed through the notification system (for the reasons outlined above), their delivery requirements are very different. A high-level responder event represents a major state change of some kind, such as new data becoming available, or an event representing a successful or failed computation. These events are markers of important milestones and form points in a provenance trail linking distributed events in a causation graph. As such, it is essential that these event notification messages are archived permanently, ordered by time-stamp. It is also important that these messages are reliably delivered to subscribers in the correct order. If a subscriber is not able to receive a message for some reason, then the notification system must reattempt delivery at a later time.

Low-level coordination and synchronisation messages represent requests or notifications of state changes that are necessary for the correct functioning of the system. These messages are a means for components to send ‘housekeeping’ messages to other decoupled components. Examples of this kind of message include announcements of new configuration settings (such as Web service endpoints) and requests to make a resource available. Low-level messages are not directly related to achieving high-level milestones, but they are nevertheless essential for the correct operation of the system. In a typical deployment, low-level messages are sent at a greater rate than persistent,
high-level messages. However, the nature of the intended content of these messages is often time-dependent. The contract between publishers/subscribers of low-level messages and the notification system is therefore different from that of persistent messages. The emphasis is on delivery speed, rather than reliability.

4.3 Requirements

During the development of the notification system, the following component-level requirements were established to support Microbase system-level requirements:

1. Provide a decoupled communication mechanism to be used among a set of core responders and domain responders. This mechanism supports the modularity and maintainability of system-level requirements (see Section 3.3.4 and Section 3.3.5 on page 56).

2. Provide permanent storage for responder state change messages. These messages will act as a log of important milestones over the system’s ‘lifetime’. Storage of these messages contributes to system extensibility, and therefore satisfies the requirements described in Section 3.3.4 on page 54.

3. The ability to add new topic types, publishers and subscribers dynamically to a running system, facilitating the addition of new responders to an existing Microbase system, without the need to restart services. See extensibility system requirements in Section 3.3.4 on page 54.

4. The ability to reconfigure push subscribers at run-time, allowing the Web service components of responders to be migrated to new servers, without impacting message delivery. This contributes to satisfying system administrator maintenance requirements described in Section 3.3.6 on page 58.

5. Provide the ability to chain messages together: Messages should have a ‘caused by’ field that allows a message to state that it was published as a direct result of a preceding message. This ability is required to satisfy system-level logging provenance requirements (see Section 3.3.4 on page 54).

In order to support the notification system-specific requirements, the notification system must:

1. Support a ‘reliable delivery’ mode where: messages are guaranteed to arrive at each subscriber in publication time-stamp order; message delivery operations are repeated if a subscriber is
unavailable; newly-added subscribers are able to receive the entire history of notifications that are relevant to them.

2. Support a ‘no guarantees’ delivery mode: fast message delivery attempts, but no guarantees with regard to message ordering or delivery success.

These features are facilitators of seamless extensibility of a Microbase installation; each message topic becomes a potential point at which future responders could be attached.

4.4 Architecture

The notification system forms the center of a Microbase installation. The notification system is unique in that it is the only Microbase-core service provider that is not a responder. The notification system handles the messaging between responders, facilitating asynchronous orchestration of services. The notification system makes no distinction between core responders and domain responders.

In the previous section (4.3), it was stated that the notification system must support two kinds of message delivery: high-level state change events and low-level coordination and synchronisation events. High-level events are termed persistent messages, due to their requirement to be stored as a permanent record of the system. Low-level coordination and synchronisation messages are termed broadcast messages.

4.4.1 Handling persistent messages

The centralised nature of the notification system has some important architectural implications. Figure 4.2 shows a typical scenario that consists of several domain responders interacting with other domain and core responders. In order to ensure that inter-component messaging does not become a bottleneck and to ensure reliable delivery, it is necessary to have well-defined semantics, defining the behaviour of the notification system and the components that interact with it. Contracts that specify component behaviour supporting the notification system requirements will now be explained.

The contract between the notification system and publishers is as follows:

- Messages are immutable once published
1. The “genome downloader” responder is responsible for injecting new data into the system so that it can be processed. This is a two-step process: firstly the data content is transferred to the “resource system” via a bulk transport mechanism; secondly, a lightweight message is sent to the notification system, announcing that a new sequence is available.

2. The “genome analyser” responder is registered to receive such events. It is responsible for determining the computational work that is needed as a response to the ‘new sequence’ event. Compute-intensive application(s) can be requested to run by sending a set of job descriptions as a new message to the notification system.

3. The job management system (core responder) reacts to this event by adding the requested computational work to a queue. Jobs will be scheduled when available worker node(s) become available.

4. There may be many hundreds of worker nodes; having them all contact the notification service directly would be intractable. Instead, point-to-point communication between the worker nodes and their assigned job manager service is more appropriate. Worker nodes contact a job manager for lightweight communications such as job descriptions, and completion reports. Large data resources, such as the sequence file, are bulk-transferred via the resource system.

5. Once all requested jobs have been completed, the job management system fires a notification stating that the work has been completed.

6. The ‘work completed’ event is sent back to the “genome analyser” responder. A further “analysis complete” message can then be sent.

Figure 4.2: Shows how the notification system might integrate domain responders with the rest of a Microbase installation. This figure shows where it is appropriate to use different kinds of communication to allow a scalable Grid system to be constructed.
• The semantics of a message sent with a given topic should not be changed between publisher versions. Present and future subscribers need to be able to interpret the messages. If different message content semantics need to be used, then a new topic name should also be used.

• The raw message format may be changed, but is not recommended. Assuming that the publisher provides a suitable message parsing library, the public API of this library never changes, and the library is able to parse all previous formats, then the underlying message format can be modified.

• Publishers are responsible for ensuring that any topics they require are registered prior to sending a message.

• Publishers are responsible for ensuring that messages reach the notification system. For instance, if the notification service is temporarily unavailable, they should resend the message until the notification system acknowledges receipt.

• The notification system guarantees that if it actively accepts a message from a publisher, that the message will not be lost (i.e., the message has been successfully archived).

• The notification system guarantees ordered delivery to each interested subscriber, in spite of sporadic notification system or subscriber failures.

The contract between the notification system and subscribers is as follows:

• Messages are guaranteed to be delivered to subscribers in the correct order.

• Messages will remain queued until the subscriber successfully accepts delivery of a message.

• However, messages may, in rare circumstances, be delivered to subscribers multiple times. Although the notification system has been designed to be tolerant of faults, the implementation “fails safe” in some circumstances. This results in the need to re-send messages that might not have been delivered, following a notification system server crash.

• Subscribers are required to acknowledge message delivery successes promptly. A message delivery attempt locks various system resources while a message is in transit to a subscriber, and while waiting for the subscriber to acknowledge receipt. An overly-long delivery time may be interpreted as a timeout, and therefore as a failed delivery attempt.

The responsibilities of subscribers are therefore:
• Subscribers should acknowledge successful message delivery as quickly as possible, or risk triggering timeouts which would be interpreted as message non-delivery. Therefore, subscribers are recommended to implement a local message spooling system so that message delivery and acknowledgement processes are decoupled from message processing activities.

• Keep track of and implement protection against duplicate message deliveries. The notification system may deliver a message more than once if it suffers particular types of failure\(^1\). Subscribers should only react once to a message, ignoring duplicate delivery attempts.

• Subscribers should also guard against the possibility of duplicate message content. If a publisher (mistakenly, or otherwise) sends distinct messages with identical content, this may have ill-effects if the subscriber naively processes the duplicate content\(^2\). The notification system has no way of guarding against this situation since it does not parse message content. Again, handling this situation is optional, depending on the subscriber implementation. It is even possible that duplicate message content is required in some domain applications.

The notification system oversees message history and deliveries, but there is no requirement for it to interpret message content. Therefore, communicating responders must be able to parse each other’s messages. The recommended way of implementing this is for publishers to provide an appropriate decoder library so that subscribers are not required to parse the raw message themselves. Message content is not within the scope of the notification system specification. The content of specific messages will be described in subsequent chapters.

### 4.4.2 Handling broadcast messages

Figure 4.3 shows the role and types of participants involved in message broadcasts.

Broadcast messages are sent between decoupled components when low-level, time- or implementation-dependent requests or status updates need to be sent. Anonymous components not registered with the notification system can also use broadcast messages via pull-subscription as a type of public “message board”. Messages are not guaranteed to be delivered in order, and in fact, are not guaranteed to be delivered at all. However, they are a quick and convenient way to send configuration information anonymously in a loosely-coupled fashion. Broadcast messages may be kept for a configurable

---

\(^1\)For instance, if a hardware or software failure occurs between the point of a successful delivery to a subscriber, and before the associated database transaction (indicating delivery success) within the notification system is committed.

\(^2\)Such as duplicated work, results, or worse, inconsistencies in results.
Figure 4.3: Shows how decoupled messaging can be achieved between registered subscribers, and anonymous, unregistered entities (such as worker nodes). The diagram depicts how bulk data transfers between cooperating processes on a set of worker nodes might be initiated with notification event. The advantages of notification-based messaging are maintained: components only receive the messages they are interested in, or in the case of anonymous subscribers, the message types they request. For instance, in this case, the “job manager” responder does not receive resource transfer requests, because this type of message is irrelevant.

amount of time within the notification system, but may be deleted after this time has elapsed. They are certainly not kept forever in the way that persistent notification messages are.

The contract between the notification system and distributed components is as follows:

- Messages will be delivered to a subscriber in a ‘best effort’ fashion; i.e., message delivery will be attempted a certain number of times, after which no more attempts will be made.
- There is no guarantee that a particular message will be delivered to a subscriber.
- There is no guarantee that messages will be delivered in the order that they were sent.
- Messages will be stored within the notification system for a ‘short’ period (minutes to hours). During this time, they can be collected by pull-subscribers. After this time has expired, broadcast messages will be deleted.
- Therefore, ‘important’ announcements should be sent periodically, until the publisher can determine that the message has been received by an appropriate subscriber, and that the requested action has taken place.
- Anonymous message sending is permitted. Messages may need to be sent anonymously not for security reasons, but because the originator is not necessarily registered with the notification system.
There are a vastly larger number of potential participants needing this form of messaging, than ‘persistent’ reliable messaging. From a scalability standpoint, a single central notification server may not be sufficient to accommodate this load. However, replication (multiple instances) of a broadcast notification system are permitted, due to the relaxed delivery requirements of ‘broadcast’ messages compared to ‘persistent’ messages.

4.5 Implementation

The notification system is implemented as a set of XFire Web services.

- Administration service: manages publisher, subscriber and topic registrations
- Publisher service: allows publishers to send messages
- Message service: enables pull-subscribes to collect messages
- Push-subscriber interface: Enables developers to write a Web service capable of receiving messages from the notification system

The process of receiving a message from a publisher, through to message delivery is shown in Figure 4.4. A notification message may be in one of three states:

- Not sent: indicates a new message
- Sending: indicates that the message may have been delivered to some subscribers, but there is at least one outstanding delivery
- Sent to all: indicates that all interested subscribers have acknowledged receipt of the message

When a message is first received from a publisher, it is archived to a permanent message store, and its state is set to “not sent”. If there are no interested subscribers, the message state is immediately updated to “sent to all”. In this case, it will remain in this state until a subscriber registers an interest. However, if there is at least one interested subscriber, the message state is changed to “sending”. At this point, a delivery queue is populated, consisting of one entry per interested subscriber. The delivery queue is emptied as successful deliveries are made. Once the delivery queue is empty, the message state is updated to “sent to all”. The message will remain in this state until another subscriber registers an interest.
Figure 4.4: Notification system: message delivery states. New messages arriving at the notification system Web service are permanently archived for future use. The topic of the incoming message is analysed in order to determine whether any subscribers have registered an interest in this type of message. If no subscribers are interested, the message is set to state ‘sent to all’. If there is at least one subscriber, delivery is repeatedly attempted until the subscriber accepts the message or a retry limit is reached. Once the message has been delivered to all interested subscribers, its state is set to ‘sent to all’.
4.6 Conclusion

The Microbase notification system provides de-coupled inter-responder communications in one of two ways: a reliable, persistent delivery mechanism; and a transient message broadcast system. Both delivery methods are required for the correct functioning of a Microbase system. Persistent messages are sent between the Web service components of a responder. These communications must be logged and permanently stored in order to facilitate future expansion of the system, where a newly added responder may be interested in receiving previous event notifications. All business-logic messages should be sent using the reliable delivery mechanism for this reason.

In contrast, the transient message delivery system is intended to permit de-coupled communication between unregistered, potentially anonymous subscribers such as worker nodes. The transient delivery mechanism is intended to allow machines to broadcast runtime configuration information such as the announcement of the presence or location of a particular resource. This delivery mechanism may also be used for sending messages between co-operating processes on different worker nodes.

The notification system as discussed in this chapter implies a centralised server architecture. Distributed notification systems exist [164, 190] that are inherently more scalable than a centralised system. The advantage of such systems is the ability to propagate many large messages to hundreds or thousands of recipients through the use of P2P techniques. However, obtaining provenance information such as accurate publication times and therefore guaranteeing message ordering from a P2P system is more difficult. Message delivery failure is also much more difficult to detect in distributed notification systems due to the need to back-propagate ‘acknowledgement’ or ‘time-out’ messages. In light of the requirements placed on the Microbase notification system, we have adopted a centralised notification system. We do not believe that the notification system will be a significant bottleneck since the number of responders installed in a typical system is low — tens rather than hundreds. Given the high-level nature of the persistent messages being sent between responders, the rate at which messages are published should be relatively low. Messages should also be ‘small’ — less than tens of megabytes — since large bulk data transfers should be routed via the Microbase resource system (see Chapter 5 on page 85) rather than the notification system.

Worker nodes do, however, frequently send broadcast messages. Many worker nodes communicating frequently enough would cause a single notification server instance to become a bottleneck. However, broadcast messages are not subject to the same archival, and delivery guarantees as persistent messages. Therefore, it would be permissible to use multiple notification system instances for processing high-frequency broadcast messages. A P2P notification system would also be suitable for
this purpose.
Chapter 5

Resource system

5.1 Introduction

Resource storage systems have several areas of responsibility: file distribution, permanent file archival and version control. Distributed computation systems typically have a central data store that permanently archives all information related to computationally-intensive project(s). A large computational task is split into smaller units. If the task splitting is suitably performed, then large data sets can also be split into manageable chunks for distribution to worker nodes. Each worker node receives only the data it requires to complete its unit of work. It is the responsibility of the data storage system to ensure that worker nodes have access to the appropriate files and that the files are stored reliably.

In a Grid setting, the real time (i.e., the perceived elapsed time from a user’s perspective) required to complete a large computational task is the sum of the time taken to perform user computation, plus the overhead of the Grid system. In data-intensive applications, a sizeable portion of the overhead may be caused by large data transfers between the system’s permanent data store and the worker nodes. Therefore, in addition to storing files reliably, the resource system is also responsible for efficient distribution of files to remote hosts, such that the overhead time is minimised. The resource system described in this chapter acts as the ‘file system’ for Microbase responders.
5.2 Motivation

5.2.1 Data identification and storage

Multiple communicating nodes participating in the system must be able to acquire data resources from each other. The nodes therefore require a common naming scheme to resolve resource content. The resource system for Microbase must be capable of uniquely identifying files. The identifier assigned to a resource must never change, and the content of a published resource must also be immutable once it has been assigned an identifier. These requirements are broadly consistent with other naming schemes, such as Life Science Identifiers (LSIDs) [55].

Unlike an LSID, however, once published a resource will be expected to be available for download indefinitely if requested. This can be achieved either with a centralised storage system using dedicated hardware, or a distributed system using commodity hardware. ‘Centralised’ here does not necessarily mean a single server since a set of servers could be combined into a single logical service. A centralised system storing resources for Grid applications provides several advantages:

- Isolation: distributed worker nodes can perform their work in isolation, using their own local storage, rather than higher-latency and possibly contended access to remote resources.

- Straightforward access to results: querying a single (logical) location is easier than querying several distributed data stores, depending on the number of simultaneous queries, their complexity, and the amount of data needing to be transferred.

- Reliability: it is straightforward and convenient to take backup, snapshots or replicate a centralised store. Also, Microbase utilises ‘unreliable’ worker nodes for computational work. Permanently storing data on worker nodes would risk data loss.

In addition, it would be inappropriate for a Microbase system to permanently store large amounts of data on worker nodes. Many worker nodes are likely to be general-purpose desktop PCs and the primary users of these computers require the available disk space for their own use. Therefore using a distributed storage approach for permanent data archival is unsuitable for Microbase.

5.2.2 Data distribution

Data transfer mechanisms are an essential part of any distributed computation system. Data must be distributed to worker nodes from a permanent storage location, processed, and then finally the results
must be transferred back to the permanent data store. The background chapter (see Section 2.3 on page 27) discussed several possibilities for data transfer between nodes in a distributed system:

- File transfer mechanisms such as FTP, HTTP, WebDav.
- Network file systems, such as Server Message Block (SMB) or Network File System (NFS).
- Direct access to structured data storage such as a relational database client.
- Distributed file transfer systems such as BitTorrent.

Centralised file transfer protocols such as FTP provide low-latency access to remote resources. The entire file must be acquired by the downloading node before it can be used. Once downloaded, the node has its own local copy of the file, which can be written to without affecting other nodes. However, the server’s available bandwidth must be shared between all downloading nodes, reducing the scalability of the system. Mirror servers may be added to a system, but typically require (expensive) dedicated servers, due to the disk space and network capacity requirements. Also, mirror servers may not be able to handle bursts of high activity efficiently, such as many nodes requesting the same file simultaneously — for instance, when thousands of similar jobs are scheduled.

There are several properties of a distributed computation system that suggest that a P2P transfer protocol may better fit for the data transfer requirements than a centralised system:

- There are a large number of worker nodes active at a given time.
- Given the notification-based pipe-lined approach employed by Microbase, there will be a large number of jobs of the same type, scheduled within a short space of time. Therefore, there will be large demand for the same set of files within a similar timeframe.

Under these conditions, it is likely that a number of worker nodes will be processing the same type of job simultaneously, and therefore require access to the same executable resources, such as Java Archive (JAR) libraries and executable program files. It is also possible that there will be some overlap regarding required data files, depending on requirements of the application. The transfer performance of distributed protocols such as BitTorrent improves (see Section 2.3.1.1 on page 29) as the number of participants actively transferring a file increases [134]. If worker nodes utilised such a distributed transfer mechanism, then as more nodes started a particular job type, there would automatically be more nodes available to acquire the resource(s) from. After the central data store transfers an initial copy of a resource to a remote node, such a system would dynamically scale to fit the number of worker nodes.
5.2.3 File version control

In order to satisfy Microbase provenance and logging system requirements (see Section 3.3.4), all published resource files must be immutable. Immutability of published data is not seen to be over-restrictive since analysis results do not change after the execution of a program. File immutability is a property of other distributed file storage systems since it is a straightforward means of guaranteeing data consistency with little server overhead other than to ensure the uniqueness of file identifiers[76]. If resources were allowed to change after publication, then the system would suffer from several undesirable side-effects including:

- the loss of an accurate record tracing the production of data items back to a specific system component.

- inconsistencies arising from unexpected concurrent updates to a resource from a different responder. This situation is analogous to un-synchronised access to shared memory in a multi-threaded program. For instance, if a resource update occurred simultaneously with the distribution of that resource to a number of worker nodes, then different worker nodes could find themselves unknowingly using different versions of the resource.

Some resources do need to appear to change over time. More specifically, the resource files themselves are immutable, but a reference to the latest version of a resource must be provided to allow system components to query the latest version of a resource at run-time. Although this may seem an extravagant use of disk space, it is necessary for the reasons outlined above. For instance, a new version of an application may be released, requiring the ‘replacement’ of the old application resource. However, the older version(s) must still be present within the system in case some system components require an older version. For example, if a new application version produces output files of a different format to the previous version, then some system components may still expect to receive data in the older file format. A resource system supporting version control provides additional benefits: users may wish to run several versions of an application concurrently in order to compare the different outputs for equivalence or debugging reasons. Conversely, users might want to execute multiple versions of a data set through a particular application version. The data management aspects of these types of activities are generic, and therefore should be facilitated by the Microbase resource system.
5.2.4 File querying

Worker nodes in a Microbase system are transient; they can join or leave the pool of available compute power at any time. They are also generic desktop PCs, with a campus-wide ‘common desktop’ environment. Domain-specific software that is not pre-installed will need to be installed to available computers prior to any computation work being performed. Due to the transient existence of these machines as Microbase participants, it is likely that software installations will not survive beyond a compute client termination. Operating in this kind of environment puts additional pressure on the data distribution sub-system; not only do multiple worker nodes require applications, often large ones, to be installed, but the process may have to be repeated several times per day.

Using a distributed peer-to-peer transport protocol alleviates several of the logistical and scalability issues involved with bulk data transfers required when installing domain-specific applications to multiple machines several times per day. However, a P2P transport mechanism alone does not resolve platform-related issues of the heterogeneous worker nodes. Although a domain responder has knowledge of the specific version of an application required to perform computational work, it cannot know ahead of time the operating system or processor architecture used by the worker node assigned to process the work. Specifying resources by unique identifier (UID) is acceptable for data resources, but is not suitable for platform-specific executable resources. To overcome this problem, it is necessary for worker nodes to be able to query for appropriate resources at run-time, based on the nodes’ actual hardware and software composition. The resource system must therefore provide query-able annotations attached to resources in order to facilitate such queries.

Annotations are also useful in the wider context for attaching information commonly required of file-systems, such as timestamps, version tags, and file content type information to resources. Some of these annotations are required for operational purposes, while others may be useful for debugging a running system. Resource annotations also contribute resource-specific information to the overall provenance data set maintained by the Microbase system as a whole. It may also be useful for domain responders to add their own domain-specific annotations to resources, in addition to the general-purpose annotations. The resource system must allow querying of resources, based on the presence or value of particular annotations.

5.2.5 Pipeline extensibility

Domain-specific applications will often store result data in a structured storage system, such as a relational database. This allows efficient access to result data, and flexible querying. For instance,
querying **Blast** hits from a set of raw alignment text files is much less efficient than performing a simple query to a relational database table. However, the trade-off is that in order to query a relational database, its structure and semantics must be known. While custom relational databases for domain-specific data may be required to efficiently query data, in order to satisfy the Microbase extensibility requirements (see Section 3.3.4), a more generic storage system is also needed. The resource system can assist in fulfilling this requirement (Figure 5.1 on the next page).

Suppose a computationally-intensive application generates a information-rich, but difficult to parse output file. If only a small portion of the output is actually useful for current purposes, then it would seem appropriate to parse the currently relevant information to a structured storage system and discard the original report. However, if a new application is later added to the system that requires access to the output data of the first program, then two data issues arise. Firstly, the new application is unlikely to be able to query a custom data store, unless it was specifically written to do so. Secondly, the new application may require additional information from the original output data file that is not stored in the custom structured data store. Although the new application may be capable of parsing the output files generated by the original application, if the original output files had been discarded, then the computation would need to be repeated to re-generate the files.

The resource system is ideal for storing the raw, un-parsed output files produced by applications. By archiving these files on a suitable ‘reliable’ archive node, the existence of the data can be guaranteed. Using a P2P transport mechanism, the archived resources are available for mass-transfer at a later time. In conjunction with the logs maintained by the job management system (see Chapter 7 on page 134), the creation of a resource can be traced back to job execution that produced it. Therefore, expandability of the system is improved at the expense of disk space storage for storing an additional copy of raw output data.

### 5.2.6 Developer usability

The primary task of a domain-application developer is to write applications that are useful to their area of interest. They may view the resource system as necessary for resource distribution, but do not necessarily have the time to gain an in-depth knowledge of its internal workings. However, distributed file protocols, queue management, querying, and meta-data annotations all add complexity to the resource distribution process. If the resource system is too intrusive to the application development process, then developers may choose not make use of the provided capabilities, negating the value of the system. The resource system must be straightforward to use, preferably not passing on
1. Responder 1 is notified of some new primary data. It performs computational work, and publishes its results to the resource system.

2. Responder 2 takes the raw output files from responder 1 and performs its own computational work. In this example, responder 2 needs to store results in a structured data store (for example, for query efficiency reasons). However, the resource system also archives the raw output file(s).

3. Responder 3 queries its data from the structured data storage of responder 2, rather than parse a data file. Responder 3 puts its own outputs into structured storage. Again, the resource system takes a copy of the raw output file(s).

At some time in the future — that is, after much computation has already been performed by the system — responder 4 needs to be added to the system. Responder 4 must take its input data from responder 2. However, responder 4 is a closed-source application that does have an understanding of the custom data structure used by responder 2. Fortunately, the resource system has archives of the raw output files generated by responder 2 (even though they were superfluous to requirements for responder 3). Therefore, responder 4 can operate immediately, without the need to re-generate data files.

Figure 5.1: Shows how the resource system enables domain responder pipeline extension. The resource system is responsible for storing the raw file outputs as a result of responder computation. Responders are responsible for maintaining their own custom structured data store, if they require one. In this example, it is assumed that the computational work performed by each responder generates one or more data files. This is typically the case when running command line applications. The content of the data file(s) may be parsed into a structured storage system if required.

Implementation-specific complexities to the application developer. For instance, domain application developers should not be required to have in-depth knowledge of the transport mechanisms used. Ideally the system should be no more complex than accessing a local file-system. The same is true of the data archival and version capabilities; the resource storage system must be as un-intrusive as possible for developers, particularly in cases where permanently archiving raw data output files are of no immediate benefit for them. The resource system has been designed in conjunction with the responder development guidelines and API (see Chapter 6 on page 107) to achieve these requirements.
5.3 Requirements summary

The Microbase resource system is a support service that is intended to provide reliable and scaleable data-handling facilities for the rest of the system. In addition to its data distribution duties for worker nodes, it plays an important role in enabling system-wide requirements such as long-term storage, provenance and version control support, to be met. The resource system has been designed with data distribution-specific and Microbase system-wide requirements in mind.

The resource system is also required to assist with providing system-scale properties in conjunction with other core components. It must:

- Support Grid execution on a collection of heterogeneous hardware, in conjunction with the job management system (Chapter 7 on page 134). Specifically, it must support efficient transfers to worker nodes, and provide the necessary support infrastructure to resolve issues arising from the requirement to handle a heterogeneous set of worker nodes. In addition, problems arising from worker node failures, such as data loss must be handled gracefully.

- Avoid single points of failure and single points of contention.

- Contribute to the overall system-wide provenance trail by providing file version control support and meta-data annotations.

- Publication logs should be kept in the form of notification messages. These messages should allow the resources to be traced to the responder that published them. Using the notification system (Chapter 4 on page 69) to achieve this also facilitates the system extensibility requirement (see Section 3.3.4), since future responders may need to be informed of resource publication history.

- Assist developers by hiding details such as torrent files, distributed copy counts, and availability as much possible (in conjunction with the responder developer environment, Chapter 6 on page 107).

For the resource system to satisfy its obligations to the system-wide requirements, it must:

- Store data and executable resources, and dependencies including: platform-neutral Java classes, and associated dependencies as well as platform-specific application packages.
• Assign unique identifiers to each immutable resource.

• Allow resources to be obtained by resolving their unique identifier.

• Allow resource meta-data annotations to be queried in order to resolve matching resource UIDs.

• The use of a peer-to-peer protocol to enable efficient transfer of resources among worker nodes.

• Integrate with the notification system (see Chapter 4 on page 69) to provide appropriate notification messages for resource archive success or failure events.

• Provide an API that masks as much of the underlying transfer mechanisms as possible.

5.3.1 Terminology

**Resource file** In Microbase, resources are coarse-grained immutable blocks of data; that is files, rather than table rows. The resource system is intended to transport medium to large resources — in the range of megabytes to gigabytes. Resources may be transferred among worker nodes and archiver nodes.

**Resource UID** a 128-bit UID. This is the resource system’s equivalent of a file-name.

**Tag** key/value pairs that can be used to annotate a resource. Resources can be annotated with multiple tags. This enables categorisation of resources for organisational reasons. It also enables querying of the resource system at runtime if the exact resource UID is not known.

**Archive node** A machine running an instance of a resource system Web service that guarantees to provide an amount of permanent, reliable capacity for archiving files.

**Permanent storage** refers to storage capacity provided by archive nodes.

**Cache storage** refers to temporary storage capacity available to a worker node.

5.4 Architecture

The resource system operates in conjunction with the Microbase notification system in order to provide a reliable storage distribution system. The overall architecture of the resource system is shown in Figure 5.2 on the following page. It consists of several parts:
• Torrent registry (Web service): maintains a registry of '.torrent' files and their associated annotations. This service allows querying over archived resources.

• Archiver node (Web service): a server-based component responsible for distribution and permanent archival of resource files.

• A client library and developer API: maintains node-local incoming and outgoing queues of resources. The library is capable of communicating with various resource system services. It provides a convenient API through which user applications may gain access to the resource system.

Figure 5.2: Resource system architecture - applications make requests to the resource system via an API that hides the actual details of file transfers and communication with remote web services. This figure shows how the various components that comprise the resource system interact with each-other, and how they interact with other core Microbase services.

The various components and the types of interactions between them will now be discussed.

5.4.1 Bulk data transport protocol

The BitTorrent protocol is used for bulk data transfers between nodes within the resource system. The BitTorrent protocol has been shown to be both scalable [89], and practical in terms of hardware resource usage [62]. Specifically, the Azureus\(^\text{1}\) BitTorrent implementation was chosen to provide the underlying transport mechanism. Azureus offers several advantages to Microbase over other BitTorrent implementations. Its distributed tracking capabilities are useful in providing a scalable, multi-site transport mechanism. Although a centralised set of trackers are recommended to minimise peer resolution latencies, Azureus also supports a distributed tracker that can be used either as a

\(^{1}\)Azureus is now known as Vuze. It is available from: [http://azureus.sourceforge.net](http://azureus.sourceforge.net)
backup to dedicated tracking servers or as a load-balancing mechanism. The distributed tracker is based on a distributed hash table database. A portion of this database is stored by each Azureus node. The distributed tracker works across the Internet (firewall permitting), potentially enabling a compute Grid to transfer data among nodes located at multiple geographically distant sites in a decentralised manner — that is, without the need for ‘well known’ tracker server URLs. The majority of worker nodes available to Microbase reside in common cluster rooms with restrictive network access policies. The ability of Azureus to ‘reseed’ its distributed database from a user-specified location allows restricted nodes to access the external distributed database via a ‘gateway’ node less-encumbered with firewall rules, located elsewhere within the campus LAN.

Additionally, Azureus is available under a suitable open-source license that permits access and modification to the source code. Several modifications were required to enable handling large numbers of torrents and to accommodate network peculiarities of a campus environment. Finally, Azureus is written in Java, allowing it to be more easily integrated into the rest of the Microbase system.

### 5.4.2 Resource client API

The operation of the resource system depends on many low-level interactions between intra-resource system components and several high-level messaging operations to external components — that is other core responders or domain responders. Management of BitTorrent transfers and the storage of resource meta-data adds to the complexity.

The resource system client (Figure 5.3 on page 97) has been designed to serve several purposes:

- Developer interface: provides a straightforward API for developers to acquire and publish resources in their programs.
- Abstraction layer: provides an abstraction layer over the BitTorrent transfer protocol.
- Scalability: manages upload and download queues for user applications.

The client API provides facilitates publishing and retrieving data, and querying for the existence of resources. This API operates in terms of resource UIDs and annotation tags, rather than torrent files and magnet URLs. For instance, to retrieve a resource, an application does not need any knowledge of the underlying BitTorrent communication mechanism. The API also provides a means for querying resources based on annotations attached to resources.

The abstraction layer sits between the public interface that developers see, and the underlying BitTorrent implementation. Requests from the high-level interface in terms of resource UIDs and standard
Java constructs such as ‘files’ and ‘streams’ are mapped to torrent files and placed into transfer queues. The abstraction layer also provides a local disk cache so that frequently-requested resources do not need to be continually downloaded. If an application requests a file that is already present in the disk cache, then the application is informed immediately that the ‘download’ has been completed. Any resource file present in the disk cache is potentially available for ‘seeding’ to other resource system nodes. Seeding files to remote nodes occurs automatically and without the knowledge of the user application. This functionality allows nodes to transparently participate in a Grid distribution network.

The resource cache implementation provides concurrent asynchronous upload and download capabilities. Requests from the user application must be managed appropriately to avoid excess resource consumption. If a user application were to submit hundreds of resource download requests within a short space of time, system resources such as RAM and network ports could easily be entirely consumed, resulting in decreases in efficiency or even node failure. Node-local system resources must be managed in such a way as to ensure that the node receives all its requested files at the maximum rate that available hardware resources allow, for instance through transfer queues and caps on the maximum simultaneous active transfers.

When allocating local system resources such as network bandwidth, the distribution requirements of the Grid as a whole must be considered in addition to the needs of individual nodes. Nodes should allocate a portion of their available network bandwidth to sharing resources with other nodes, even if they have a large queue of outstanding downloads. Resource system nodes would become net bandwidth consumers if they were to download resources only, without providing any means of sharing data with other nodes.

Although a small number of ‘selfish’ nodes can be accommodated, if every node participating in the network were to behave in this manner, resource distribution bottlenecks would arise. Even though a distributed peer-to-peer protocol is in use, the system would essentially be reliant upon a small set of seeding distribution points if nodes refused to share resources after obtaining them. In cases where many nodes are downloading a similar set of resources, it is essential to maintain balanced incoming and outgoing traffic flows, even under high-demand situations. The responsibility for this balance lies partly with the Microbase-specific client implementation and partly delegated onto the underlying Azureus BitTorrent implementation.
Figure 5.3: Resource system client architecture. The Microbase resource system consists of many such clients, usually one per computer. Client instances may communicate with each other in two ways. Lightweight events may be sent via the notification system for coordination purposes. Bulk transfers are achieved by direct peer-to-peer communication between Azureus components. The download and seed managers translate high-level resource download/upload requests from a user application into transfer-specific BitTorrent requests.

5.4.2.1 Azureus-Microbase integration

Azureus was originally developed as a BitTorrent client intended for desktop use, where users will typically not have hundreds or thousands of torrent files queued, and certainly nowhere near that amount active at any one time. Every torrent item queued within Azureus consumes system resources, whether they are actively transferring or not. For instance, system memory and network connection resources are used to periodically perform housekeeping operations such as scraping (see background Section 2.3.1.1 on page 29). The more torrents that are queued within Azureus, the more system resources it consumes. Microbase nodes — archive nodes in particular — must be able to support many thousands of inactive torrents, and several tens of actively transferring torrents. Clearly, the Azureus queue alone would not scale sufficiently to be able to support the intended use.

To address this problem, Microbase implements its own queuing mechanism in addition to the Azureus queue (Figure 5.4 on page 100). For this purposes of this discussion, this additional queuing system will be termed the ‘Microbase queue’. The Microbase queue is intended to contain all torrent items located on a computer. It is required to have a static memory footprint, regardless of the number of torrents it contains. Torrents can be in one of two states: ‘idle’ and ‘active’. Torrents that are present only in the Microbase queue consume no system resources, other than disk space, and
are considered ‘idle’. A subset of the items contained in the Microbase queue can be placed into the Azureus queue when data transfer with other networked nodes needs to take place. Torrents present in both the Microbase and the Azureus queue are considered ‘active’ with respect to the Microbase queue.

The Azureus queue may contain torrents in several states. The main Azureus states of interest here are: ‘downloading’, ‘seeding’, and ‘queued’. The states ‘downloading’ and ‘seeding’ indicate that the torrent is actively transferring data to at least one other node. The state ‘queued’ indicates that no other node is presently connected to that torrent, but Azureus is actively seeking for nodes to acquire the file from, or nodes that wish to acquire the file. Although each item in the Azureus queue consumes system resources, there is an advantage in keeping it populated with as many items as possible. If torrents exist within the Azureus queue, and are in state ‘queued’, Azureus can decide to spontaneously start them (that is, change their state to ‘downloading’ or ‘seeding’) if it detects that they are needed by a remote node. This is a useful form of load-balancing since Azureus can detect the number of other nodes presently sharing or downloading a particular file and can adjust its own queue states either to take advantage of good file availability, or to assist other nodes when a file is scarce.

In order to download or share a file, it must be added to the Azureus queue. Since there are potentially a far greater number of files in the Microbase queue than can be accommodated in the Azureus queue, there is a need to manage the number and type of ‘active’ queue items such that:

- Incomplete files eventually get a chance to complete. That is, if downloads are made ‘inactive’ for some reason — for example, after a server restart, or download prioritisation — then they need to be reactivated.

- Completed (seeding) files remain seeding for as long as possible in order to increase the availability for other nodes downloading the same file.

- Completed, ‘inactive’ files may need to be reactivated if another host requires access to them after having been removed from the Azureus queue.

The management processes described above are performed by the ‘download manager’ and ‘seed manager’ parts of the resource system client (See Figure 5.3 on the preceding page). The two management processes cooperate to ensure the balance between downloading and seeding files is maintained.
The download manager is responsible for ensuring that incomplete files are eventually completed. It does this by periodically checking the progress of each incomplete file and taking appropriate action. Incomplete ‘inactive’ files are added to the Azureus queue if necessary. If an ‘active’ download is not making progress due to an inadequate number of peers to acquire data from, then a broadcast message is sent to the notification system to request that other peers start seeding the file.

The seed manager is responsible for ensuring the locally-produced files, such as results of computation, are available to be collected for archiving. This is important since locally produced files are, by definition, the only available copy on the network. If the results are lost — for instance if the node is removed from the pool of worker nodes — then the computation will need to be repeated at a later time. The seed manager is also responsible for ensuring that the node plays a part in the overall distribution of resources to nodes. The seed manager responds to notifications from other nodes requesting that a particular file is made more available. If the requested file exists locally, then the seed manager may decide to honour the request by sacrificing a less sought-after torrent.

Balance between the numbers of actively downloading and seeding files is maintained by Azureus. System-wide resource availability balancing is overseen by the resource system client, and enabled by decoupled broadcast events delivered by the notification system.

5.4.3 Torrent registry

The torrent look-up service maintains a mapping of resource UID to torrent data. It also maintains a set of annotations on resource entries in the form of key-value pairs (tags). Meta-data tags can be used to annotate a resource, and resources can be annotated with multiple tags. This enables categorisation of resources for organisational reasons. It also enables querying of the resource system at runtime if the exact resource UID is not known, for instance if it is necessary to resolve a run-time dependent, operating-system specific file.

The torrent registry database does not store the actual resource data. It is designed to be lightweight, optimised for handling simultaneous torrent lookup or tag query requests from multiple resource system clients. Resource system client instances may query a torrent look-up Web service for:

- A UID, resolving to torrent data for use with Azureus.
- A set of key-value annotation pairs, resolving to a set of matching UIDs.

The torrent registry database is essential to the resource system. Its point-to-point Web service communication with worker nodes provides scalability, while its integration with the Microbase notifica-
1. In the first case, Node 1 has a complete copy of Resource A, and is transferring it to Node 2.

2. In the second case, neither Node 1 nor Node 2 have a complete copy of Resource B. However, they both have different parts of the file, and are therefore of mutual interest to each other. In this case, data transfer is bi-directional.

3. In the third case, Node 2 is attempting to acquire Resource D. However, there are no available seeders, because Resource D is in state 'queued' within Node 1. The Azureus instance running within Node 1 will notice this situation through the torrent tracker and will start Resource D in 'seeding' mode.

4. Node 2 is attempting to download Resource C, but there are no available seeders. Node 1 is seeding Resource E, but there are no interested downloading peers. In this case, there is nothing either Azureus instance can do to improve the situation, since they are unaware of the resources present in the Microbase resource queues. However, after a pre-defined timeout, the transfer monitor process running within Node 2 notices that Resource C is making no progress, and that the availability of Resource C is low. It sends a broadcast message to the Microbase notification system, requesting that a node reactivates the resource. The notification system passes on the request to interested subscribers (in this case other resource system nodes). One or more of these nodes may decide to act on the request. In this case, Node 1 might remove Resource E from the Azureus queue, and replace it with Resource C. After this occurs, the Azureus instance running within Node 2 will detect a new seed (via the torrent tracker), and initiate a download.

Figure 5.4: Shows how the two queuing systems interact to perform resource sharing logistics. Two participants in a Microbase resource system are shown. In this simplistic example, each Azureus queue is allowed to have four items in total.
tion system allows other responders to be informed of newly published files. In addition to providing a functional look-up service, it facilitates the resource system’s wider obligations to provide a provenance record for each file stored in the resource system.

5.4.4 Resource archiving

A resource archiver node is a server-based component that is responsible for the permanent archival of a set of resources produced by other responders present in a Microbase system. The archiver node architecture is shown in Figure 5.5. A resource archiver is actually an instance of a resource system client exposed as a responder. Resource archive nodes are registered to receive requests from the notification system about the availability of newly published resources. Archiver nodes are responsible for downloading and maintaining a permanent copy of every resource file produced by every job execution. When a download is completed successfully or fails, a notification is sent to inform other system components of the success or failure. Resource archiver services should be installed on ‘reliable’ server machines with large amounts of disk capacity. More than one instance of a resource archiver may be present within a Microbase installation for load-balancing or redundancy purposes.

![Figure 5.5: The architecture of an archive node consists of an instance of the resource system client wrapped inside a Web service. The Web service is actually a Microbase core responder that responds to requests for resource archival. It also responds to requests from other nodes to activate specified torrents.](image)

5.4.5 Downloading a resource

There are two ways that a node may request a resource: either directly by its unique resource UID (if known), or by querying for a set of key/value tag pairs. Unique identifiers of resources matching...
the key/value pairs will be returned. The downloading node can then choose which of the matching resources it wishes to acquire. If a downloading node notices that there are no seeds, or limited availability of a torrent, the broadcast functionality of the notification system is used. As described in Section 4.4 on page 76, the broadcast functionality provides a non-reliable, but low latency message delivery service. Unlike ‘ordinary’ notification messages, ‘broadcast’ messages are not stored permanently, and are therefore an ideal low-overhead mechanism for components wishing to message each-other in a loosely-coupled, anonymous, fashion for synchronisation purposes. In this case, the node downloading the file broadcasts a ‘please (re-)seed torrent X’ message. If a resource archiver node, or another worker node receives this message, it may decide to start seeding the required torrent by using an available upload slot. The node requiring the file may then proceed to download it. The details of this process are shown in figure 5.6 and are entirely hidden from the client application, except for the additional time taken to find suitable peers.

5.4.6 Publishing a resource

Resource publication requests are initiated from the user application (see Figure 5.7 on page 104). The user application provides a file containing the content to be published, a UID to identify the file content, and a set of key/value annotations for query purposes. The publication process itself is asynchronous, allowing the client to continue processing while the resource system archives the requested file. On receipt of a publication request, the resource system client generates the appropriate .torrent file locally on the worker node. The torrent data is simultaneously transmitted to the resource system torrent look-up Web service, and exposed via the locally-running Azureus instance.

Following a notification event indicating that a new file should be archived, one or more archiver nodes are assigned to the backup operation. If the resulting BitTorrent transfer is a success, then the archive operation is complete, and the resource can be considered ‘safe’ for use in future operations. In this case, a final “resource archive successful” notification message is sent, which may be used as confirmation that the file has indeed been permanently archived.

Two failure modes are also considered: temporary and permanent. Temporary unavailability of a BitTorrent share may be the result of queue management operations described in Section 5.4.2.1 on page 97. In this case, appropriate broadcast notification messages are sent from the archiver node requesting that the torrent file be re-activated. Permanent failure occurs when an archiver node reaches a configured number of retry attempts or a time-out value is reached. In this case, the archiver node assumes that the file will never be available and so will never be archived correctly. This
Figure 5.6: A request for a download from a user application involves several other system components. A request for a file with a specified **UID** is made from an application (green). The resource system client then attempts to resolve torrent data for the specified file by querying the torrent look-up service. Assuming the **UID** is recognised, the torrent data is returned from the Web service (data size 1kB-150kB). The torrent is then added to the locally running download manager, within the resource system client. Assuming at least one other Azureus node has a copy of the file, then the file is transferred and the user application is informed of the completed download. However, if no other nodes are currently seeding the required resource, then a request is sent to the notification system (blue). This request is forwarded to interested nodes: archive nodes, or worker nodes. If another node subsequently makes the required file available (a seed), then the local resource system client can then proceed to download it.

situation may occur if a worker node is removed from the Microbase system due to user interruptions, reboot, or other failure before the file can be successfully copied. If a permanent failure occurs, an appropriate notification message is sent from the worker node to instruct interested subscribers. At a minimum, this results in the **torrent** entry being deleted from the torrent look-up database.

As with the resource acquisition process (described in the previous section), the BitTorrent implementation details are masked from the user application.

### 5.5 Discussion

A resource distribution system has been developed to meet the scalability, reliability and extensibility demands of the Microbase system. Distributed collections of worker nodes are typically better
Figure 5.7: Shows various possible operations and state changes in different subsystems as an application publishes a data file to the resource system. User applications running within worker node(s) (green), call a ‘publish’ method on the locally-running portion of the resource system — the client library (yellow, within boxed area). A Web service call is made to the resource system’s torrent look-up service in order to register lightweight torrent data and its associated annotations. This triggers a message to be routed via the notification system (purple), arriving at a resource system archiver node (yellow, bottom). The archiver node attempts to perform the bulk transfer operation via BitTorrent, directly from the worker node. The eventual outcome of this transfer operation is published as another notification message, allowing listeners to perform the appropriate operations.

suited to course-grained application-level parallelism, rather than finer-grained, distributed thread-based parallelism (see background chapter Section 2.2.1 on page 18). Exploiting application-level parallelism allows each instance of an application to execute independently on its own worker node, with little or no IPC required between worker nodes. Importantly for Microbase, this form of parallelism does not require modification of existing applications (see Section 3.3.5), provided that a suitable data staging and execution environment exists. Specifically, of particular relevance to the Microbase resource system, application-level parallelism typically requires large blocks of input data to be staged prior to application execution, and blocks of result data to be retrieved post-execution. This is in contrast to thread-level parallelism, where multiple threads may be working on the same distributed shared memory model of, for instance, a matrix, requiring near-constant communication of small sections of that matrix. P2P data transfer methods are well suited to the former case, and the Microbase resource system has been designed with this in mind in order to efficiently distribute data in the form of files to a large number of nodes.
By sitting as a layer between a domain application, the computer hardware, and the job scheduling component of a responder, the resource system can contribute significantly to the high-level Microbase system requirements. The resource system facilitates the de-coupling of job scheduling operations from the execution of jobs on specific worker nodes. The ability to annotate resource files enables worker nodes to perform runtime look-up operations in order to determine appropriate platform-specific binary files. Therefore, scheduled jobs may be run on any available operating system/architecture distribution that happens to be available at a particular point in time, provided that suitable native-executable files are available for the platform(s). This helps to meet system-wide environment requirements (see Section 3.3.1 and 3.3.5). The use of the BitTorrent protocol facilitates large-scale data and software distribution by permitting worker nodes to work co-operatively. Each node contributes network bandwidth and temporary disk space to the distribution system (see Section 3.3.2).

The use of a worker node’s local disk space as temporary storage of result data is advantageous to system-wide efficiency and scalability for a couple of reasons. Firstly, the ability to cache result files on worker nodes allows nodes to process new work while concurrently uploading the result files from a previous job execution. Secondly, output files from one program may need to be used as input data for another program. If the second program happens to execute on the same worker node, then the required input data will still be available locally, and so no data transfer operation will be required. If the second program executes on a different worker node, then files will need to be transferred to that node. However, file transfers can occur directly between the two nodes via BitTorrent, requiring minimal server overhead (Section 3.3.2).

The server-resident portion of the resource system, responsible for permanent archival of data, is trivially extensible and scalable both in terms of disk capacity and in terms of load balancing worker node requests. Larger numbers of worker nodes can be accommodated by simply installing additional archiver node instances, which can be done at runtime by starting another server application container. File transfer protocols such as FTP can make available an unlimited number of files simply by exposing a shared directory. BitTorrent implementations cannot support limitless numbers of ‘shared’ files simultaneously because each shared file consumes system resources. However, by combining the BitTorrent implementation embedded in the resource system with the notification system, de-coupled co-operation between nodes is possible. Messages can be sent requesting that particular files are exposed via BitTorrent, making it possible to share as many files as there are disk space, albeit not simultaneously and with a messaging delay overhead. Therefore, the Microbase system-level extensibility requirements have been fulfilled (see Sections 3.3.2 and 3.3.4).
The resource system provides a facility for permanently archiving file-based resources. Stored resources can be queried by name, version, or any other combination of implementation-defined annotations. Each version of a file is also uniquely identifiable. While this functionality alone is insufficient to enable arbitrarily-extensible pipelines, it is necessary. When taken together with the extensible notification system (see Chapter 4) and the way in which the job management system (Chapter 7) works, the resource system provides an essential repository of software and previously-completed data files required as ‘hooks’ to which future responders could be attached. Additionally, file versioning permits hot-patching of user job implementations, including third-party native executable files since, by default, the job management system selects the latest version of a given file. Meanwhile, the archival of old software versions means that it is possible to re-run older software if necessary, for example, to compare program outputs. The resource system described in this section therefore addresses the scaleable distribution requirement (see Section 3.3.2 on page 53), and assists with system wide extendibility and maintenance requirements (Section 3.3.4).

Regarding the raw data transport layer, the Microbase resource system compares favourably with the data transfer protocols used by other desktop Grid systems, including support for client-side data caching and server striping. The use of BitTorrent permits data transfers via Wide Area Networks (WANs), such as Internet-connected nodes. Although the Microbase resource system does not scavenge desktop storage space permanently as other systems such as FreeLoader [308] do, the resource system does temporarily cache large amounts of data locally, facilitating scalability in the presence of bursts of high-demand for particular files.

Importantly for responder developers, no knowledge is required of the underlying BitTorrent transport mechanism. Data publication and retrieval operations are exposed via a public API and deal in terms of well-known, higher-level concepts such as files, unique identifiers and annotation metadata. Handling of torrent files, file availability co-ordination and system resource management of active files is handled by the underlying implementation and is not exposed to the application developer (see Section 3.3.6.1).
Chapter 6

Responders

6.1 Introduction

The Microbase core components (notification system, resource system and job management system) form a generic Grid infrastructure in which applications can operate. Microbase provides the means to perform distributed computation for the end-user, enabling the execution of domain-specific analysis implementations for end users.

Domain applications need to be able to operate within the Microbase environment. This involves one of the following: writing applications that make use of Microbase services explicitly; writing a Microbase-compatible wrapper around an existing application; or modifying third-party application programs to be “Microbase-aware”. This chapter discusses the first two options only. The modification or recompilation of third-party software is not within the current scope. Such modifications are likely to be application-specific and in any case are not always possible, for instance where the source code of an application is not available, or is sufficiently complex to prohibit modification. Therefore, this chapter discusses encapsulation of existing applications within a Microbase-aware wrapper that is responsible for interfacing an application with the rest of the system.

Chapter 3 introduced responders as modular components through which a Microbase system can be extended arbitrarily. This chapter describes the composition of a responder in more detail and also discusses a framework, and a design pattern that has been developed in order to simplify the development process for responder software developers. Previous works have emphasised the need for Grid application programmers to structure their software into appropriate modules providing different types of functionality, in order to allow the best use of available hardware and to assist runtime program mobility [21]. Other works have highlighted the need for distributed application
development to be straightforward and convenient for application developers, while being conducive for automated deployment in environments where administrative restrictions may be in place [116]. The framework described in this chapter aims to provide the necessary abstractions and support infrastructure to provide a convenient means for developers to write Microbase Grid applications in this way.

The term ‘responder’ arises from the event-driven nature of a Microbase system; a responder will typically remain idle until triggered by a message received from the notification system. A responder is a loose collection of modules that when taken together, encompass the entire scope of a domain application’s existence within a Microbase system. This scope includes: the command-line application itself, which may include one or more identical instances on worker nodes; an application-Microbase bridge component; and server side modules such as Web service query interfaces and associated structured databases. The term ‘responder’ refers only to the collection of modules defined by the developer-imposed functional relation between the modules; it does not specify the physical deployment of responders, such as the location or number of instances of each sub-component that are deployed to a system. The responder as a whole can be installed into an existing Microbase system by installing each individual module to its appropriate location.

6.2 Motivation

6.2.1 Bridging Microbase and domain applications

For many typical bioinformatics command line applications, the idea of running anywhere other than a single machine is an alien concept. There is therefore a need to bridge the conceptual and practical differences between an application’s ‘world view’ of running on a single machine, and the reality of a highly parallel and dynamic distributed environment such as Microbase.

When operating on a single machine, or dedicated computer clusters, domain applications are generally installed once and used repeatedly as required. In the Microbase environment, there is a system-level requirement (see Sections 3.3.1 and 3.3.5) for applications to be installed to worker nodes on-demand, and then removed when a worker node is re-claimed by a higher-priority task, such as a user log-in. Per-node installations may have to be performed multiple times over the course of a task enactment due to the volatile nature of the available worker nodes. There is also a system-level requirement to support multiple operating systems and processor architectures, where this is feasible. There is therefore a need for responders to expose domain applications in a form suitable
for cross-platform, automated deployments and executions. In addition to cross-platform deployment, responders also need to facilitate platform-agnostic execution of applications. Executing the same domain application on different operating system platforms may necessitate slightly different command line strings. For instance, an obvious example is the different executable file names used on different platforms: `.exe` or `.bat` on Windows vs `.sh` or the executable file permission bit on UNIX. In addition to platform-specific binary files, differences in program paths and names leads to a requirement to encapsulate domain applications into convenient cross-platform packages. Previous work has highlighted the need for completely automated installations of software in distributed computing environments [271]. If packaged software were capable of being deployed to worker nodes via the Microbase resource system, then this would also satisfy both the requirement for a responder to function in a heterogeneous environment (see Section 3.3.1), and also the requirement for applications to be conveniently repeatedly installed (see Section 3.3.1 on page 52). If these packages were also distributed by the Microbase resource system, then the scalability requirements for distributing applications repeatedly to many worker nodes would also be met (Section 3.3.2).

There is also a system level requirement to handle job execution failures gracefully (see Sections 3.3.1 and 3.3.4). One way in which transient job execution failures can be dealt with is to migrate them and their associated executable and data resources to a different worker node for another execution attempt at some point in the future. This further demonstrates the need for easily-migrated, cross-platform executable packages of domain applications, since there is no guarantee that a future execution attempt will occur using a worker node with the same operating system or processor architecture as previous execution attempt(s).

In addition to deploying executable applications to remote worker nodes, run-time data transfers also need to be handled. Most command line applications will expect their data input(s) to come from arguments specified as part of the command line, or files on the filesystem local to the worker node. Worker nodes cannot be expected to have the necessary files pre-loaded locally, and cannot be relied upon to store output data files for more than a few hours. Therefore, data input files will need to be transferred from a centralised, permanent file store to the worker nodes prior to execution. While inter-node data transfers are handled by the resource system, the responder must specify (in a cross-platform manner) which input files should be copied to a worker node in order to process a particular job. Additionally, many programs will create new files during their execution. Some of these files may be useful result files, while others are temporary intermediate files to be discarded. The responder must therefore specify which output files should be copied from the worker node to permanent storage on completion of an execution.
6.2.2 Responder pipelining, extendibility and developer convenience

Another Microbase system requirement is the ability to form automated pipelines of tasks (see Sections 3.3.2 and 3.3.5). The required responder functionality discussed in the previous section is not, by itself, sufficient to support this system level requirement. There are two issues to be overcome: automated command line generation and pipelining.

Executing a command line application on a single machine involves the operator locating the correct input files, determining appropriate values for command line arguments, and finally, invoking the command. If the same program must be run with different sets of data, or the same data with different parameters, then multiple command lines will need to be invoked. This process is fairly straightforward since the researcher should be able to provide the appropriate values. Automating this process is more difficult. If the computational work to be completed is known ahead of time, then a suitable batch script or equivalent Condor-submit file could be constructed to execute each command line in turn, either sequentially or in parallel on a set of worker nodes. However, in order to satisfy Microbase system requirement (see Section 3.3.5), computational work must be determined dynamically at run-time, with no human intervention. The responder therefore needs to be able to receive event messages from the notification system, interpret these messages, and translate them into computational work units (command lines) for distribution to worker nodes.

There is a system-level requirement to allow organising multiple domain applications into a structured workflow (see Section 3.3.5). In order for this requirement to be fulfilled, it must be possible to co-ordinate these applications, and to permit data flows between them. In Microbase, the notification system (Chapter 4) provides the necessary high-level messaging functionality required for responder co-ordination, while the resource system (Chapter 5) allows scalable data transfers between different processing stages of a pipeline. The responsibility of the responder framework discussed in this chapter is to make this functionality conveniently accessible to responder and pipeline developers.

6.3 Requirements

The responder development framework has been designed to accommodate the overall system-level requirements as described in Chapter 3:

- Facilitate scalable application deployment through domain-specific, modular, extensible components.
• Extensibility and maintainability: each responder should be self-contained, and be able to co-exist with other responders. A particular responder should not have unintended side-effects on other responders present in the system.

• Extensibility: responders must use the Microbase resource system to store result file outputs. Some or all of these files may or may not be required for the pipeline originally intended to accommodate a given responder. However, future responders may require the existence of these files. In order for future responders to operate correctly, and to avoid repeating work, such files should be stored in the resource system rather than be discarded.

• Provide cross-platform computational abilities: it should be possible to write responder implementations in an interpreted language such as Java, or have the capability of linking to platform-native executable programs for multiple architectures.

• Development convenience: The responder framework must provide a straightforward API which to wrap existing applications for use with Microbase. It must also be straightforward to deploy responders and their wrapped applications.

In order to meet the above system-level requirements, the responder developer framework must provide application developers with the following capabilities:

1. Permitting responder developers to create cross-platform, distributed applications as a series of Java Plain Ordinary Java Objects (POJOs). The compute-intensive work will be performed either within one of these POJOs, or the POJO will act as a thin wrapper around a third-party command line application.

2. Access to bulk data transfer capabilities of the resource system and the messaging capabilities of the notification system.

3. Insulation from having to interact directly with Microbase Grid Web service APIs (notification system and resource system) as discussed in previous chapters.

4. Enabling domain-specific platform-native applications to be encapsulated within packages capable of being efficiently transferred to multiple worker nodes via the Microbase resource system.

5. Responder implementations must be able to specify their required input and output resources, so that Microbase can provide the appropriate operating environment on worker nodes.
In order to integrate effectively with other responders, the framework must provide the facilities to:

1. React to external events from other responders present within a Microbase installation.

2. Generating new events for publication to the notification system in order to report completed work or error conditions.

3. Respect the notification system requirement for reasonably-sized messages and timely message receipt acknowledgements (see Section 4.4.1 on page 76).

4. Provide appropriate means for other responders to interpret generated notification messages. For example, via provision of suitable message parsers.

It is unreasonable to expect a system administrator to unravel inter-dependencies between related groups of responders. In order to meet system administration user requirements (see Section 3.3.6.2), the following should be provided:

1. Self-registration of responders, including registration with the Microbase configuration service and notification system. Appropriate notification topics and subscription entries will need to be created.

2. Convenient installation of each responder module — some responder modules will need to be deployed to Tomcat servers, others to the Microbase resource system.

6.3.1 Responder structure

The requirements for a Grid application development framework were discussed in the previous section. This section describes the development of a framework intended to allow easier construction of Grid-aware applications. Although writing applications that use Microbase Web services directly is certainly possible, it is challenging for a number of reasons. There are a several different core services, which may be distributed over several physical servers. For many cases, in-depth knowledge of Microbase service APIs is not required, if a suitable insulation layer is provided. Developer assistance is provided in the form of a software design pattern, which if followed, facilitates the following:

- Abstraction over the notification system. There is only a need to handle domain-specific message content, rather than responder-based handling of message queues, error recovery and so on.
• Simplification of data transfers from the resource system to job implementations executing on worker nodes.

• Computationally intensive jobs may be implemented as a Java ‘bean’ \(^1\), where bean properties specify data inputs and outputs.

• Enforcement of a clean separation between server-resident and worker-node resident portions of the responder.

• Automatic detection of executable resources for publication to resource system.

• Assisted deployment to remote servers.

• Automated registration of a deployed responder with Microbase.

A responder wraps an entire unit of domain-specific functionality (see Figure 6.1). This typically comprises:

1. a server-side component for responding to external event notification messages from the Microbase system

2. compute job component(s) that perform the CPU-intensive operations. Multiple instances of these components will be run in a distributed fashion.

The architectural split is necessary in order to fulfill system-level requirements and to make the best usage of the capabilities provided by the underlying technologies. For instance, a Web service-based event handler is well-suited to receiving events from external components via the notification system as a push subscriber. Having an ‘event handler’ module that implements the push subscriber interface satisfies requirement to react to new data (see Section 3.3.5), allowing a responder to react to external stimuli. Additionally, if the responder requires structured storage, or Web service query interfaces, a server-based component is a logical and convenient place to put this functionality. The server-resident portion of a responder is expected to remain idle until an incoming message is received, at which point, it may schedule computationally-intensive work to be performed. Event handler modules are responsible for:

• Announcing their presence and current Web service endpoint to a Microbase system. This involves registration with the notification system in order to receive appropriate notifications

\(^1\)http://java.sun.com/javase/technologies/desktop/javabeans/index.jsp. accessed 2009/05/13
events. These announcements also permit event handler mobility, for instance, in the case where excess server load or hardware failure requires the redeployment of a responder.

- Responding to relevant notification events in order to schedule computationally-intensive work.
- Deciding how to split a large computational task into multiple smaller units of work, each suitable for execution on individual worker nodes.
- Publishing new notification events to inform other responders of the success or failure of work items.
- Event handler modules should only perform lightweight operations, since they execute within a server environment with limited processing resources.

Meanwhile, a computationally-intensive job implementation can be placed in a separate, de-coupled module. This module can be uploaded to the Microbase resource system and distributed to worker nodes. Separating the computationally-intensive parts of an application from the organisational parts (i.e., the event handler) ensures that system scalability requirements (see Section 3.3.2) are satisfied by enabling BitTorrent distribution of program files to temporary worker nodes, whilst also providing a ‘well known’ location for the routing of notification events. Environmental requirements (see Section 3.3.1) are also met, since it would be possible to provide different executable modules for different pre-compiled architectures. Job implementation modules have the following properties:

- Perform the vast majority of the ‘heavy-lifting’ computational work required by an application.
- Have a cross-platform or multi-platform implementation, where appropriate.
- Able to be deployed efficiently to large numbers of worker nodes.
- In case of worker node failure, should not perform any work that cannot be repeated elsewhere.

### 6.4 Developer support for responders in Microbase

Implementing any complex software component, such as a Microbase responder can be a fairly involved process, particularly given the range of technologies used. Software development can be made more straightforward in several ways, including:
Figure 6.1: Responder architecture: A responder is a self-contained collection of modules providing a broad range of domain-specific functionality. Different parts of the responder are deployed to different types of computer hardware. For instance, databases are deployed permanently to reliable server-grade hardware, whereas computationally-intensive job instances are deployed on-demand to one or more worker nodes. Job implementations for multiple platforms may be provided.

- Providing library support that implements commonly-used features.

- Providing design ‘templates’ of individual program files, or even entire projects. This allows the developer to start with a basic skeletal structure of a file or project and incrementally add features as the need arises.

- Providing project layout recommendations provide familiarity across multiple projects. For example, if implementation files are be laid out the same way in each project, program code follows similar implementation patterns, and similar operations are performed in the same types of module then moving from one project to another becomes easier.

The various responsibilities for providing the appropriate environment for executing domain applications in a distributed environment are split between the Microbase core services and the responder implementation. For instance, file transfers and archiving, management of Structured Query Language (SQL) databases, and data flow and co-ordination operations all require part-involvement of Microbase core services and part-involvement of responder modules. Of the responder implementation’s responsibilities, there is sometimes a choice between whether a particular piece of functionality is better implemented in the server-based event handler module, or the worker node-based job
implementation module, or split between the two. It is the responsibility of the responder developer
to decide sensibly where (i.e., which responder module) to implement a particular piece of func-
tionality. While developing the Automated Genome Analyser (AGA) pipeline (see Chapter 8), we
discovered a pattern of commonly-needed project structures or functionalities that have since been
incorporated into the responder development framework described here.

This section describes implementation possibilities of commonly-required functionality, and suggests
how a typical responder implementation might be achieved. Where generic library support for a par-
ticular implementation task has been provided as part of the responder development framework, this
is pointed out. Finally, a Maven [114] project layout for the implementation of Microbase responders
is presented. The advantages of using Maven archetypes for software development are discussed in
Section 6.5. If the suggested Maven archetypes are used, the result will be a responder that has
strict modularity, can benefit from semi-automated installation into a Microbase pipeline, and whose
design structure will be familiar to other responder developers, promoting code re-use.

The intention of the responder development framework described here is to provide a straightforward
self-contained development structure that minimises exposure to Microbase core service APIs
wherever possible. For example, abstract classes are provided for event handler and job imple-
mentation modules. These classes provide much of the commonly-required functionality and require
only that the developer add or override specific methods in order to provide domain-specific func-
tionality.

A complete tutorial on how to write a responder is beyond the scope of this chapter. An exam-
ple of a simple, but fully complete and working responder is provided in Appendix A. Complete
listings of example event handler and job implementation responder modules can be found at the

6.4.1 Responder initialisation

The initialisation process of a responder involves the following actions:

- Registration of the Web service endpoint with the Microbase system.
- Registration of the responder with the notification system so that the responder is permitted to
send and receive notification messages.
After registration, if the event handler Web service is subsequently moved to a different physical server, the host name part of its endpoint will change. In order to continue receiving event notifications, the notification service would need to be informed of this endpoint change. By ensuring that service registration occurs at every service start, the Web service can be migrated between different servers without any need for reconfiguration. This behaviour satisfies maintenance and flexibility requirements.

A minimal event handler implementation might resemble the following fragment:

```java
public class MyEventListener
    extends AbstractEventResponder
{
    public MyEventListener()
        throws ConfigurationException
    {
        setIncomingTopicIds( ... list of topic IDs interesting to this responder ... );
        setOutgoingTopicIds( ... list of topic IDs published by this responder ... );
    }

    @Override
    protected void responderInitialisation()
        throws ConfigurationException
    {
        // ... responder-specific configuration ...
    }

    @Override
    protected void dealBroadcastMessage(BroadcastMessage messageItem)
    {
        // ... handle broadcast message here ...
    }

    @Override
    protected void dealMessage(MessageLogItem messageItem)
        throws UnrecoverableException, TransientException
    {
        // ... handle message here ...
    }
}
```

Behind the relatively simple event handler implementation, a complex set of operations must be performed to fully initialise and register the responder with a Microbase system (see Figure 6.2). These operations are performed entirely by the responder support library.

The Web service endpoint of the event handler is determined automatically, and registered automatically. Notice that there are no references to the notification system Web service client at all. Instead,
the constructor contains two method calls that inform the support library of the UIDs of the notification topics that are of interest to this responder implementation. If processing of the constructor completes successfully, then the responder can assume that it has been successfully registered as a publisher and a push subscriber with the notification system. Required message topics will also be created, if they did not already exist.

After successfully registering with the notification system, the responderInitialisation() method allows responder-specific initialisation to take place. The content of this method are entirely responder-specific, but would be a suitable place to connect to database pools or perform consistency checks before any message processing begins.

![Diagram showing background tasks undertaken by responder support libraries](image)

**Figure 6.2:** Shows the background tasks undertaken by the responder support libraries when a responder event handler starts inside an application container.  
Stage 1 involves blocking incoming messages while the responder is still in an initialisation state. The current Web service endpoint is determined, and (re)registered with the notification system. Required message topics are also created, if this is the first time the responder has been started.  
Stage 2 allows the responder to perform implementation-specific initialisation operations. This might include contacting external services, setting up database connection pools, and so on.  
Stage 3 involves the bulk-download of existing notification messages that were perhaps sent while the event handler was off-line. Finally, incoming event notification is re-enabled, allowing the event handler to respond to new messages.

### 6.4.2 Handling notification events

On successful completion of the responder-specific initialisation section, the event handler becomes idle until there is a message for it to handle. When a new message arrives, either dealMessage() or dealBroadcastMessage() are called, depending on whether the message is a ‘normal’ message or a ‘broadcast’ message (see Chapter 4). Each of these methods are passed an object that includes
the content of the message, including meta-data listing publication time, which responder published the message, and so on. Notice that there is no direct involvement with the notification system. The responder developer only needs to override the appropriate method in order to process incoming event notifications.

Figure 6.3 shows how a typical event handler portion of a responder operates as part of a chain of responders. The operations shown in ‘User Event Handler 1’ are not absolutely required; an event handler may perform any kind of operation as determined by the responder developer. Typically, most event handlers will respond to an incoming event by requesting an amount of computational work to be performed. If there is a ‘large’ amount of computational work, then the event handler is responsible for splitting the required computational work into multiple parts for execution on different worker nodes. It will then wait for the result of the computation, before sending a notification to indicate that an analysis operation has been completed.

Interpreting incoming messages

The first challenge in processing an incoming message is to be able to interpret its meaning. There are two issues for a responder developer to consider: message content and message format. We make the assumption that if a responder registers an interest in a particular topic, then it should at least have an understanding of the content of those messages. For the formatting of the message, the specification of the notification system does not stipulate any formatting guidelines for the message body. The convention we have adopted for internal Microbase messages, as well as messages sent between AGA responders is to represent message content in the form of standard Java data beans. This approach has the following advantages:

- Provides convenient access to message properties.
- Complex data types (sets or lists of items) can be used, if required.
- Java data beans can be easily serialised into an Extensible Markup Language (XML) message body through the standard Java serialisation libraries.

The caveat, however, is that a responder wishing to parse a message sent by another responder must have access to the appropriate message data bean in order to de-serialise the message content. Since different responders are separate, modular projects, this access is not provided by default. A solution to this issue is discussed later.
A pipeline of responders is shown on the left of the diagram. The first responder has been expanded to show the types of operations performed by a typical event handler:

1) A notification message is received.

2) If this event requires some computationally-intensive work to be performed, then the type of work needs to be determined.

3) A notification event is published by the user responder, containing details of the work to be performed.

4) This message is forwarded by the notification system to the job management system.

5) The job management system uses available worker nodes to complete the work. On completion, a task report is published, and forwarded via the notification system, back to the user responder.

6) The event handler should inspect the task report for successful or failed jobs. The event handler should use application-specific knowledge to determine whether the computation was successful in order to determine what further action to take.

7) On successful completion, the next responder in the pipeline is triggered by the publication of a ‘success’ message, indicating that new data is available.

8) On failure, the responder developer can choose what action to take. For example, either the event handler could send a ‘failure’ message to alert another component to the problem, or it could attempt a corrective action itself.
Sending a message

Sending messages from a responder to the notification system is straightforward. The abstract event listener provides appropriate methods for publishing messages. A responder simply needs to provide a message topic, and a suitably-serialised message body.

Reliability, scalability, failure handling

There are a number of situations that may impede the efficient operation of responders, and the operation of the notification system in general. If notification message delivery is tightly coupled to message processing, then receipt of a message only occurs when successful processing of that message is complete. This behaviour is required so that if message processing fails for some reason, then it can be retried at a later time — when the notification system retries delivery. However, the problem with this approach is that a notification system message delivery thread is occupied the entire time that a message is being processed by a responder.

Queues are well suited to this type of producer-consumer problem by permitting both processes to continue at their own rate; the notification system to wait for slow message processing operations. The responder support library de-couples message delivery from message processing by maintaining a buffer of messages received from the notification system. Each responder has its own unique, independent buffer. Instead of processing a message immediately upon reception — a potentially lengthy operation — the message can be added to the queue, permitting a successful delivery acknowledgement to be sent back to the notification system straight away. This approach allows notification system delivery threads to be freed quickly, allowing messages to other responders to be processed (see Figure 6.4). However, in accepting the message and signalling a successful delivery, the responder must take responsibility for handling errors that might occur during message processing.

There are two types of failure that may occur: permanent and transient. Permanent failures are those where no matter how many times an action is retried, it will always fail. For example, if a data entry is missing or inconsistent, or if a program bug prevents a successful operation. Other failures may be transient, that is, if they are retried at a later time they may succeed. For instance if an event handler must connect to a database or other external services in order to process a message, there is no guarantee that those external services are continuously available. If such external services are unavailable then message processing will fail. However, if the failed external service is repaired, then a subsequent retry will succeed. A message processing attempt will also fail if the server hosting the event handler suffers a failure, such as a power loss or unexpected reboot.
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Figure 6.4: Messages received from the notification system are stored persistently in a queue, local to the responder. Message delivery acknowledgement occurs as soon as a message is stored in the queue. This allows the notification system to continue with further deliveries. From the perspective of the notification system, the message has been successfully delivered and is no longer its concern. Meanwhile, queued message items are processed in order, at the fastest rate achievable by the responder. If message processing is successful, the item is removed from the queue. If a fault occurs during message processing, the message item will not be removed from the head of the queue, allowing it to be retried after a delay.

A similar queue is used to temporarily store outgoing message publications from the responder. Instead of sending a message directly to the notification system, outgoing messages are first queued. If the notification system is temporarily unavailable, then the event handler library will handle retry attempts. This approach enables a responder to continue functioning in the absence of the notification system. It also adds reliability by ensuring that outgoing messages are not lost if both the notification system and the responder suffer a crash simultaneously.

Additionally, the notification system itself is not guaranteed to be available continuously. If the notification system is unavailable for a length of time, then it cannot accept messages published by responders during this time. If the responder also suffers a failure while the notification system is unavailable, then messages pending publication may be lost.

To address these issues, the responder support library stores messages in the local queue until they have been successfully processed. A processing failure will result in the message being retried at a later time. Message processing attempts that repeatedly fail due to non-environmental, transient problems are skipped after a retry limit is reached.

6.4.3 Executing command line applications

Job implementations in Microbase can be thought of as an extended Java bean. Microbase functionality is exposed indirectly; the developer does not need to interact directly with data transfer mechanisms or core Microbase functionality. Bean properties are used to hold or reference input and output data. Similar kinds of approach have been used in previous works (see Background Section) as a means of simplifying development of distributed computation systems.
Consider the following Unix command line, which will execute the **BLAST** program over two sequence files to produce an alignment:

```
./bl2seq -p blastn -e 0.00058 -i sequence1.fasta -j sequence2.fasta -o blast_output.txt
```

The command string may be broken into several parts:

- **Executable program name**: `bl2seq`
- **Inline command line arguments**: `-p blastn` and `-e 0.00058`
- **Command line arguments requesting input files**: `-i /genomes/NC_000964.fna` and `-j /genomes/NC_002570.fna`
- **Command line arguments representing output files**: `-o blast_output.txt`

The program name corresponds to the file name and location of the executable on the computer’s disk. Some input parameter values are passed to the program in-line — the content embedded within the command line string is a data item that will be used as-is by the application, or parsed into an appropriate data type, such as a floating point number. Input values embedded in a command line are necessarily small data items in order to fit within an operating system’s command line buffer space. When large quantities of data need to be accessed by a program, such as a genome sequence, the data is placed into a file instead. In this case, a command line parameter is used with an appropriate ‘pointer’ to the file containing the required data content. Similarly, command line parameters are be used to specify where a program places its outputs.

The distinction between the different parts of a command line is important when executing an application in a distributed environment. Worker nodes will not necessarily have the required input data files, or indeed the executable files, on their file-systems. These files therefore may need to be copied to the worker nodes at run-time. Microbase is responsible for handling these file transfers, but it must be told which files need to be copied; this is the responsibility of the responder developer. Microbase makes a distinction between input parameters and input files because it uses separate transfer mechanisms for each. The Microbase resource system is efficient at transferring large data items, such as sequence files, but there is a prohibitively high overhead when transferring small items of just a few bytes in size. Therefore, input parameters that do not represent file names (i.e. large resources) are transferred as part of the job description sent to worker nodes via a Web service call. Again, the distinction between these is application-dependent, and therefore the responsibility of the responder developer to inform Microbase appropriately.
Dealing with job I/O

Java annotations allow information to be attached to classes, properties, methods, or even other annotations. This information can be introspected at runtime if necessary. Microbase makes extensive use of annotations in order to allow the job implementer to specify which bean properties should be treated as Input/Output (I/O) entries for the job.

There are two annotations provided by the responder framework that can be used to specify the inputs to job implementations:

@InputParameter allows the developer to specify ‘small’ data items to be passed to the Java implementation. Valid java data types are: primitive types such as int, long, boolean, as well as String values. Although it may be possible to send ‘large’ (megabytes) Strings as parameters, this is not recommended.

@InputResource allows ‘large’ resources to be sent efficiently to a job implementation via the Microbase resource system. @InputResource allows the use of many structured data types to be used within a Java compute job without the need for the implementation to have knowledge of where the resource originated from, or how to marshal and un-marshal objects across a network. Almost any serializable Java type may be specified used with @InputResource. Microbase will handle deserialisation of complex types, including: Maps, Sets, and Lists. The Java type File may also be specified for data items that will not fit into a worker node’s available RAM, or for objects that need custom (de)serialisation. In this case, the raw file is available to the job implementation. Using File is useful when input data is required to be passed to a command line application, rather than for consumption by the Java wrapper.

An annotation is also provided to be used to specify the outputs of job implementations:

@OutputResource allows result items (such as structured Java objects, or files created as a result of executing a command line application) to be ‘collected’ and archived by Microbase. The same data-types supported by @InputResource are also supported by @OutputResource.

The following example illustrates how these annotations can be used:
The standard `Bean` property ‘get’ and ‘set’ methods are annotated. At run time, the job management system (described fully in Chapter 7) reads the content of these annotated methods in order to set the appropriate values before control is passed to the job. If appropriate annotation values are used, the job implementation can assume that the input values will be downloaded, de-serialised and ‘set’ automatically. Likewise, when the job finishes executing the ‘`doWork()`’ method, the job management system calls the appropriately-annotated ‘get’ accessor methods in order to retrieve the result objects, exposing them to the resource system for archiving.

**Dealing with platform-native executable packages**

In order to satisfy the requirement, it must be possible to handle native executables in a cross-platform manner. Non-Java platform-native applications must be downloaded and installed to the worker node in the same way as other input resource files. However, there is an important difference — there is no way to know until run-time which executable package file will be needed. For this reason, native executable packages cannot simply be treated as Java `Files` in the same way as a input data files, because it is not possible to resolve them directly by their UID. Instead, the responder developer framework provides the class `NativeExecutable`, which represents a native application package.

In order for a native command line application to work with Microbase, it must be ‘packaged’ appropriately. Essentially, ‘packaging’ entails copying an application’s file structure, verbatim, into a standard `zip` file, along with a Microbase-specific mappings file. The mapping file is a text file that
maps a developer-assigned name to each executable file path. For example, an application’s directory structure might contain the following:

```
|-- bin
 | |-- bl2seq
 | |-- blastall
 | |-- blastclust
 | |-- blastpgp
 | |-- copymat
   ... etc ...
```

Then, the a valid mapping file might be:

```bash
bl2seq = blast-2.2.18/bin/bl2seq
blastall = blast-2.2.18/bin/blastall
blastclust = blast-2.2.18/bin/blastclust
... and so on ...
```

Application resource files cannot be specified by a resource UID in a job description, so another means of identification is necessary. Two further annotations have been provided:

**PlatformSpecificResource**  This annotation is used to modify an existing `InputResource` annotation. It specifies that the job input is a platform-specific resource, and allows the name and version of a required software package to be specified.

**UseSharedCopy**  If a worker node has multiple processing cores, it is possible that two or more cores may be running the same application but with different data. The presence of this annotation or absence of this annotation determines whether each job instance uses a shared native executable installation, or whether each instance has its own unique copy of an application.

Program information specified by a `PlatformSpecificResource` annotation, combined with the operating system and processor architecture information provided by the worker node runtime environment are used to query the resource system for a matching file (Figure 6.5). The ability to tag and query files in the resource system is essential for this runtime selection process to function.

### 6.5 Maven project layout

The conceptual architecture of a component in a typical software system may be distinct from its physical implementation. For instance, particular implementation files can be placed within a directory structure at the choosing of the developer. Maven [114] is a project and build management
When a job implementation is instantiated on a worker node, the Java annotation values are taken in combination with the runtime platform information in order to query the resource system (top) for resource files with matching tags. Assuming that a suitable file is found, it is downloaded via the resource system — either from an archiver node or from another worker node with the same application installed. The downloaded file is then extracted and is ready for use. The command name mapping file (introduced in Section 6.4.3) is used to map a platform neutral name into a platform-specific pathname. In this case: ‘blastall’ → ‘blastall.exe’.
system designed to facilitate the development of large, complex software projects. Notable Maven features that are essential to large software developments are: uniquely-identifiable projects, dependency management among projects, and project templates - archetypes. Microbase leverages Maven’s “design by pattern” approach [248, 247, 266] to specify a mapping between high-level concepts and implementation details in terms of project layout, through project templates. At first glance, this approach appears to involve an additional learning curve for the application developer, and restricts their free rein over the implementation process, with restrictions on where particular files must be placed. However, the archetype-driven approach provides significant advantages. For instance, it simplifies the development process and encourages modular design by providing well-defined locations for placing implementation files that provide a particular kind of functionality. Once the layout of a single responder is mastered, the layout of every responder will be familiar. Furthermore, this approach facilitates the re-use of responder projects by: providing self-contained projects that can be plugged into another pipelines with minimal modification; the well-known project structure brings some familiarity to ‘foreign’ responder program code written by other developers. Finally, this approach facilitates semi-automated installation of a responder into a Microbase system, saving the developer or system administrator some considerable effort. Correct installation of a responder is a multi-step process, requiring the interactions of several Microbase components.

6.5.1 Responder project layout and interdependencies

The recommended project layout of a responder is shown in Figure 6.6. There are three typical sub-projects:

1. The Web service specification Java Archive (jar) project should contain all publicly exposed features. These include: Web service interface and Java client factory, data beans returned by Web service queries, and notification message beans. Other Maven projects and in particular other responders can specify a Maven dependency to the ‘public’ jar so that can gain access to the provided Web services and data.

2. A Web Application Archive (war) project containing the private implementation of the server-based event handler module of the responder. This project should contain Web service implementations and other ‘private’ entities, such as SQL database queries. The content of this project is for deployment to an application container. Its endpoint should be registered with Microbase in order to receive event notifications.
Responsive Installation

Figure 6.6: Shows the recommended responder sub-projects. A jar-based project should contain all the publicly-accessible features of the responder, including: Web service specification interfaces, Web service client factory utilities, data beans used for data transfer via a Web service, and notification message beans. If this layout is followed, responders can be deployed to a system via a provided automated installer utility.

3. A jar project containing one or more compute job implementations. Separating computationally intensive work from the management logic (implemented in the war file) enforces modularity and provides a convenient package that may be distributed to worker nodes.

More than one event handler and job implementation project are permitted. Microbase only specifies the layout of responder ‘event handler’ and ‘compute job’ sub-projects. The developer is also able to add as many other non-Microbase-related sub-projects as they require to a responder root project. These additional projects are under the complete control of the developer — i.e., they will be ignored by the Microbase installation facilities.

Installing a responder into a Microbase system involves multiple steps: web application component(s) must be transferred to a suitable deployment server; deployed web applications must be initialised; and compute job implementations (and their associated dependencies) must be published to the Microbase resource system. These steps can be automated if the components of a responder are suitably separated, and a machine-interpretable project layout is available. Maven provides such a machine-parsable project description, and the Microbase-provided responder archetypes enforce suitable modularisation. Microbase provides an installation application that is able to interpret responder project layouts. Given a base directory, the installer is capable of searching for Maven
Interdependencies between responders. The public Web service specification jar file can be used to share Web service client factories, data beans, and notification message parsers between responders.

archetypes that are either event handler or job implementations. Responder projects that follow the suggested project layout therefore benefit from the installation infrastructure provided by Microbase. Details of the installation process can be seen in Appendix A.

Inter-operations between responders are facilitated by sharing the content of the public Web service specification jar with other responders via Maven dependencies. For instance, if the second responder in a chain requires information from a previous responder, it may query the Web service interface of the first responder by obtaining an appropriate Web service client, packaged in the public specification jar. Access to responder-specific data beans is also possible, since they are also exposed via the public specification jar.

6.5.2 Runtime role of Maven artifact information

Job implementation projects may require dependencies on other libraries. Common examples include database clients, Web service clients for other responders, and libraries for parsing files. In order to operate, these dependency libraries also need to be present in the resource system so that they may be installed to worker nodes at runtime. The role Maven plays in enabling a functional Microbase goes beyond project structuring and compilation. Specifically, Maven project data — the ability to uniquely identify projects, and their dependencies — is used at runtime. When a job implementation jar project is installed and uploaded to the resource system, the installation tool also checks its direct and indirect dependencies. Dependency jars are uploaded to the resource system along with the
job jar. In addition, resource system annotations are used to tag the uploaded files with maven artifact and dependency information. The presence of Maven artifact information attached to resource files enables worker nodes to resolve dependencies at runtime, allowing them to download and dynamically class-load the relevant Java code.

In addition to standard jar dependencies, Microbase system requirement also requires the ability to handle platform-native programs. The standard Maven dependency mechanism applies to all platforms, and are therefore insufficient for this task. Using the Maven dependency mechanism would result in every platform native package being ‘required’ and therefore downloaded and installed to every worker node, regardless of the actual worker node platform. The standard Maven jar architype has been extended with an additional directory ‘mb-resources’ to hold platform-specific resources. The advantages for this extension are twofold. Firstly, it provides developers with a consistent location to place packaged platform-native executions. Secondly, this extension allows all platform native files to be uploaded to the resource system at installation time, but only requires relevant files to be downloaded to matching worker nodes at runtime; the dependencies are ‘soft’ - the final link is only made at runtime (see Figure 6.8).

Appendix contains a directory listing of a sample job implementation project.

6.6 Conclusions

This chapter has discussed an application development framework that has been developed for creating applications that can take advantage of the distributed computing facilities provided by Microbase. A responder development framework has been provided for assisting pipeline developers to adapt existing analysis applications for execution within a Microbase environment. The responder development framework presented here makes use of POJO style programming in order to hide the complexities of accessing Microbase Web service components directly. The notification system, resource system and job management system are not visible to event handler or job implementations.

Additionally, Microbase responders share some similarities with mobile agent-based approaches. For instance, the wrapper layer in [117] is analogous to Microbase responder job implementation wrapper. The wrapper is responsible for specifying job input and output requirements. Unlike the system outlined by Fukada et al., inter-job IPC is not directly supported, since IPC is usually considered to be highly implementation-specific and Microbase is more focussed on running existing, unmodified programs. Instead, the framework described here provides access to the Microbase resource system, allowing applications to take advantage of BitTorrent data transfers. The Microbase responder event
Figure 6.8: Shows dependencies between a job implementation project, and two third-party jar libraries it needs to operate. ‘Soft’ dependencies to two platform-native executable packages are also shown. All of the packages shown will be uploaded to the Microbase resource system when the responder is installed. Worker nodes will download and temporarily install all jar libraries, because they are specified in the Maven dependencies. However, only the relevant native software package will be downloaded.

handler is analogous to the mobile agent layer in [117]. In Microbase, event handlers are usually static entities on designated servers, but can be redeployed to another application container with minimal disruption, since the event handler will re-register itself with the system at startup.

Instead of interacting with the notification system messaging directly, an event handler must only know how to interpret incoming messages. Likewise, an event handler only needs to specify which message topics it is interested in; it does not need to explicitly register or have a concept of being a subscriber or having a Web service endpoint, since this functionality is handled by the responder support libraries.

In terms of file resource handling, it has been shown that Java annotations on job implementations can be used to initiate BitTorrent transfers at runtime. The developer does not need to have knowledge of where input resource files come from, nor how they are transferred. Non-file based data resources, such as complex object graphs may also be annotated as being input or outputs of a job execution. The job management system will ensure that the appropriate serialisation or de-serialisation operations take place so that these entities can be handled by the Microbase resource system in the same way as ordinary files.

Finally, an automated installation utility makes use of the standard project structure to allow devel-
opers to install the various modules of their responders to the appropriate locations.
Chapter 7

Job management and enactment

7.1 Introduction

In large-scale distributed computation systems, there are often several users needing to execute numerous computationally-intensive workloads on a limited number of hardware resources. By definition, hardware resources such as CPUs and disk storage units are spread over a number of locations. If users were to submit work directly to worker nodes — for example, via SSH [335] — the result would be chaotic, with some worker nodes becoming overloaded while others sit idle. A job scheduling system must be employed to manage the allocation of computational work to available hardware resources, and to smooth spikes in user demand. Systems such as LSBBATCH [314], PBS [128], LSF [58], and Condor [192] have been developed for managing large computer clusters, accessible via several users. These systems allow users to submit jobs to a central point at any time. Instead of being sent for immediate processing, user submissions are added to a queue. Items in this queue are processed according to the Quality of Service (QoS) implementation employed by the management system. Strategies might include first-come, first-served (First in, first out (FIFO)), priority awarded to ‘shorter’ tasks, enforced fairness based on the number of jobs a user submits or the number of CPU hours they accrue, or a heuristic-based approach [84, 338, 35]. Using a job management system applies an organisational layer to work distribution, permitting more effective load balancing over the available hardware. In addition, ‘greedy’ users can be accommodated by reducing the priority of their jobs at times of high demand.

Job management systems provide a number of other advantages. For instance, during execution there is a possibility that one or more software or hardware components of a distributed system will suffer a failure. Most job management systems provide facilities to automatically retry failed jobs without
user interaction. Job management systems also often provide facilities to stage input data to, and retrieve result data from remote nodes. Another common feature of these systems is the ability to match the hardware requirements of a particular workload with a suitable worker node, ensuring that large workloads are not placed on inappropriate machines.

7.2 Motivation

In a typical university campus environment, desktop computers located in cluster rooms are often idle, even at peak usage times. At Newcastle University there are approximately 2500 CPUs from computers participating in a campus-wide Condor pool\(^1\). Depending on the time of day, much fewer CPUs are available to the Condor pool since the primary purpose of most of the machines is to support users in their daily work. Operational overheads including data transfers, application installation and user interruptions further reduce the effectiveness of a computational Grid system running ‘in between’ users in such an environment. Nevertheless, harnessing even a fraction of the available power would be worthwhile, providing a valuable contribution of processor cycles required by many fields of computationally-intensive research.

Although heavily used by both staff and students, many campus desktop PCs spend a considerable amount of their time idle, that is, with no user logged in. Many of these computers are located in common cluster rooms and run the university-wide “common desktop”, which is a Windows XP environment customised with a set of applications commonly required by many departments. There is no possibility of administrator access to these machines; all operations must run under the Condor system user in a controlled environment. Other platforms available to the Condor pool (approximately 10% of the machines) consist of 32- or 64-bit Linux machines. Some Linux machines are desktop PCs located in common cluster rooms, while others are rack-mounted server clusters, dedicated to high-throughput computation. Both the Windows and Linux desktop machines remove themselves from the Condor pool when there is a user logged into the local console. However, the resources of Linux machines may be shared between Condor processes and remotely logged in users; i.e., if there is no user present at the local console, then Condor processes on the Linux machines may co-exist with remote SSH user sessions. If a machine is removed from the Condor pool while processing a unit of work, some or all of its progress may be lost depending on how often the job synchronises its state with an external server.

Before the potential computational power can be harnessed, several properties of the available hard-

\(^1\)http://bsu.ncl.ac.uk/condor/ [accessed 2009/10/02]
ware must be considered:

- The primary users of the machines in the Condor pool take precedence, and may interrupt any worker node at any time.
- The heterogeneity of worker nodes, and changes in the availability of particular platforms require that work distribution strategies processes are evaluated dynamically.
- Worker nodes may need specialist software to be temporarily installed for the duration of a computation.
- There is a need for input data files to be staged efficiently to worker nodes.

The heterogeneity of the available worker nodes in terms of operating systems and processor architectures complicates the issue of distributing work. Condor’s ‘class ad’ system can be used to determine whether a given user job is suitable for execution on a particular worker node. However, the user or software process that schedules jobs for processing must have knowledge about the current availability distribution of particular platforms or processor architectures in order to schedule jobs in the correct ratios, otherwise the distribution of work across platforms will not necessarily be balanced. There is therefore a need for a job management system that can react dynamically to the changing availability of worker nodes in a heterogeneous environment.

In spite of the constraints imposed by environmental properties and administrative policies, we believe that useful amounts of computational power can be extracted from the idle time of Newcastle University desktop PCs. Harnessing this power may reduce the load on existing dedicated computer clusters, while at the same time providing greater energy efficiency from existing infrastructure, given that desktop CPU cycles would otherwise have been wasted.

In addition to utilising under-used desktop computers, there is also the possibility of utilising remote processing resources, such as Amazon’s Elastic Compute Cloud [1]. CPUs located in the Amazon cloud can be leased in order to extend the processing power available locally. Amazon CPUs have the advantage that processing will not be interrupted by user logins. However, efficient data staging and software installation operations are essential due to the low bandwidth of Internet connections compared with the throughputs achievable via local Local Area Networks (LANs).
7.3 Requirements

The job management system provides functionality essential for the operation of a Microbase installation. The job management system must support the computational needs of the responders present within a given Microbase installation by providing access to hardware resources in an orderly fashion. Hardware resources must be shared fairly among the processes competing for computational resources. While the primary purpose of the job management system is to fulfil its component-level requirements detailing its work management obligations, the job management system also plays an important role in fulfilling high-level, system-wide requirements. For instance, its presence on all worker nodes puts the job management system in the unique position of being able to assist the P2P resource system. CPU cycles, network bandwidth and local disk capacity of worker nodes can be used to share file distribution loads, and to provide more nodes for the distributed BitTorrent tracker. Communication between worker nodes for these system-level requirements is facilitated by messages routed via the notification system.

The component-level requirements of Microbase job management system are to:

- Accept work submitted from responders.
- Notify responders when submitted work has been completed.
- Hold jobs in a queue until all required input files are available and an appropriate worker node is available to process them.
- The job management system must match jobs to worker nodes based on worker node capabilities, such as CPU, RAM, disk capabilities.
- Maintain detailed logs of job enactments. These logs will assist system administrators tracking infrastructure faults, and developers locating bugs. Logging information also provides an essential source of timing information, allowing system efficiency calculations to be made.
- The job management system should mask individual job enactment failures from responders as far as possible. Jobs must be retried a suitable number of times to be sure that a failure is a result of the job implementation, rather than an artefact of the unstable environment it is executing within.
- Match job requirements to worker node capabilities (CPU, RAM, disk requirements).
• Handle job processing failures due to environmental conditions, such as worker node hardware failure and user login interruptions. Units of work must be migratable so that they may be retried on different worker nodes.

• Provide automated set-up and tear-down of transient execution environments on worker nodes. This includes automated software deployment, and data resource transfers. Post-execution tidy-up operations must clean intermediate temporary files to free disk space for the next job enactment, while ensuring that the result data files are kept long enough to be archived.

• The job management system must facilitate cross-platform job development and enactment by abstracting hardware platforms from job implementations.

The job management system also participates in achieving the following system-level requirements:

• Scalable file transfer requirement (see Section 3.3.2): providing hardware resources, including network bandwidth and disk capacity to the resource system.

• Worker nodes have a responsibility to keep downloaded files longer than are required by an individual node, in case other worker nodes require the same files. In this case, the resource system can take advantage of the additional ‘seeders’, reducing load on the central file distribution servers.

• Worker nodes are required to balance the need to maintain files on their local disks for the purposes of sharing with other nodes, against their own individual requirements for local disk capacity.

7.4 Architecture

The job management system has been designed to serve the computational requirements of responders present within a Microbase system. Its duties include scheduling jobs, enactment of jobs, providing a provenance trail for future auditing and debugging exercises, as well as dealing with a range of potential failures that might occur during job processing. In addition, it shields the responders components from requiring detailed knowledge about the actual hardware and software configurations regarding the pool of available worker nodes. The job management system is composed of a job server component and a job enactment client (Figure 7.1). One or more instances of a job server are deployed to a Web service container, such as Tomcat [113]. An instance of the
enactment client runs on each worker node. The job management system collaborates with other core system services in order to meet its component- and system-level requirements.

When a responder within the Microbase system requires a large amount of computationally intensive work to be completed, it should instruct the job management system to carry out the work, rather than complete the computation itself. The job management system is intended to de-couple components requesting computation from components that provide computational power. Loose coupling between a responder requesting computational work and the task scheduling system means that responders do not need to know implementation- or even installation-specific configuration information regarding the available worker nodes. Therefore, configuration changes can be made to computer clusters (for instance, the addition or removal of nodes) without the need to reconfigure every responder present within an installation. If more nodes are added to the system, or existing nodes are upgraded, responder components automatically benefit from increased performance.

The job management system represents computational work in the form of jobs and tasks. A job is a unit of work small enough to execute on a typical desktop computer. However, many real world problems (tasks) require more hardware resources than a single desktop computer provides. Therefore, large computational problems are represented by a task composed of multiple jobs, each of which may potentially be run in parallel on multiple worker nodes. The responsibility of splitting a computational problem into jobs lies with the responder, since the work division process is inherently problem-specific.

The process of administrating a computational task is as follows. A responder requests computational work by sending a task description message (Figure 7.2 on page 141) via the notification system to the job management system. This message contains details of the computational work to be completed, such as the Maven artifact information of the responder job implementation jar, as well as the Java class name and input parameters to use for each job. The descriptions of these units of work are added to an internal queue within a job server instance and distributed to worker nodes appropriately. The job management system then sends a task completion message back to the responder once all job enactments have completed. These task reports contain a summary of the overall task enactment, including which jobs ran successfully, which jobs failed and the resource system UIDs of result data files.
Figure 7.1: The Microbase job management system. Interactions with other Microbase components are shown. Communication between a responder requesting computational work and the server-resident portion of the job management system is mediated by the notification system. Worker nodes running the job enactment client must communicate with the resource system in order to acquire resource files necessary for executing computational work. Worker nodes must also respond to requests from other participants of the resource system to make files available via BitTorrent when required. In this case, co-ordination is achieved via Web service calls and ‘broadcast’ notification messages, while bulk data transport operations utilise P2P BitTorrent-transfers.
Figure 7.2: Contents of a task description notification message. The description consists of metadata relating to the task itself, such as its type name, the level of parallelisation to use and other high-level properties. A set of descriptions for each job is also provided. Job descriptions specify the executable programs and data files required to execute a job. Large data resources are not passed within the message itself. Instead, Resource system UIDs are used as a reference to large data files.

7.4.1 Failure handling

Job execution failures can occur for several reasons: an environmental failure; corrupt or incorrect input data; or a bug within the job implementation itself. The Microbase task enactment system enables responders to handle each of these failure types.

Environmental failures are not caused by a job implementation bug, but are the result of a problem with the enactment environment itself. Environmental failures therefore have a wide range of potential causes, including hardware failures, network problems, or software-related problems. Environmental failures are often transient. Therefore, Microbase deals with them by retrying a failed job at a later time, possibly on a different worker node. By retrying the job at a later time, problems arising from congested networks or overloaded shared resources (e.g., SQL databases) can be overcome. Re-executing a job on a different worker node overcomes local transient issues, such as a full disk. These types of failure are almost completely masked from the responder. Microbase will re-try job executions, potentially on different worker nodes, many times until a successful execution has been achieved or a retry limit is reached. Only if the retry limit is reached will the responder that originally requested the work be informed that there has been a job failure (see Figure 7.3).

The Microbase task enactment system allows hot-patching of job implementations. If a job enactment failure is caused by a bug in a job implementation, a repaired version can be uploaded to the Microbase resource system. No other changes or server restarts are necessary, provided that the bug-fixed job implementation keeps the same public interface as the original (i.e., takes the same number and types of inputs, and the same number and types of outputs). The ability to hot-patch job implementations in a large system is important, since server restarts may be disruptive to other unrelated responders.
Figure 7.3: The job manager insulates the responders from certain types of job failure caused by the execution environment by retrying jobs on different nodes until there is a successful execution. An execution failure is only reported back to a responder if the job failed ‘too many’ times.

### 7.4.2 Logging

Provenance is important to long-running, large-scale systems, particularly when the intended environment consists of heterogeneous computer clusters. Informative logs are particularly useful when debugging a system, or when a provenance trail detailing which programs and data combinations produced a particular result is required. The following types of data need to be included:

- **UIDs** for every resource stored.
- **Data resource version(s)** used.
- **Executable program version(s)** used: this needs to include both the job implementation (.jar) and any 3rd party application distributions, for example, **Blast**.
- **Host name** of the worker node used to execute the job.
- **Operating system name and version**.

It is important to record where (i.e., which worker node) job execution attempts were performed (see provenance and logging requirements 3.3.4). A host name is guaranteed to uniquely identify a computer at any particular point in time. However, node configurations may change over time, perhaps as a result of a hardware change or administration change (for instance reduced disk capacity available to the Microbase client due to repartitioning, or user quota changes). These changes may positively or negatively impact the ability of a particular job implementation to function on a worker node. Therefore, storing only the hostname is not sufficient as it does not take into account hardware
or system configuration information. As a result, the job server database must maintain a record of the worker nodes in terms of their hardware specification and several environmental properties in order to uniquely identify them:

- Worker node host name,
- Hardware capabilities (CPUs/cores, RAM available to the JVM, writeable disk space),
- Operating system (name, version, architecture),
- JVM (Java version, Java VM version, VM vendor).

When a compute client first starts up, it registers itself with a job server, providing this information. As a result of this registration step, the client receives a unique identifier which may then be used to request work. If the compute client is subsequently restarted on the same worker node at a later time, it will receive the same unique id if none of the registration information has changed. However, if one or more details have altered (perhaps due to a memory upgrade, or new JVM version), a new identifier will be assigned. If a worker node change is rolled back (for instance, if an old JVM version is restored), then the previous identifier will be re-used. All job execution attempts are associated with the worker node configuration they were processed with.

7.4.3 File versioning

The Microbase resource system provides versioning capabilities and unique identifiers for every resource it stores, whether data or executable program resources. The unique resource identifiers (IDs) play an important part in job execution logs. Each job execution report stores the UID of the input resources used, including the UID of the job implementation (.jar) used to perform the computation. Logging the version of executable file(s) used as well as the data file(s) is important when a Microbase installation may outlive a particular job implementation deployment.

All old job implementation versions are kept within the resource system indefinitely. This is important to ensure repeatability of results, should a comparison between the new and old software versions be required at some point in the future. By default though, new executions will use the latest version of a job implementation.
7.4.4 Overseeing computational work

7.4.4.1 Process of enacting a task

Once a notification message from a responder requesting work has been received by the job management system, the system begins to track the progress of the task (Figure 7.4). Each work unit (job) is extracted and added to a job queue. The progress of jobs through the job management system will be discussed in the next section. As far as task progress is concerned, a task can be considered to be complete when all of its component jobs have completed, either by successful execution, or by reaching a failure limit.

On the completion of a task, a task report is composed. This report contains details of each job’s execution: the resource UIDs of generated data files, whether the job enactment was successful or not, execution logs and error reports of failures. The task completion report is published to the notification system. At this point, the task is considered to be completed, and is no longer the concern of the job management system.

During the enactment of a task, detailed logs are stored. These logs contain state changes, timing information and runtime environment information about each job enactment. Log entries and calculated statistics may be queried at a later time through the job management system’s Web service interface.

7.4.5 Job enactment

Enacting a job involves complex interactions between several core Microbase components. This section explains the processes that occur from initial submission of a job that has been extracted from a task message, to job migration and execution on a worker node, and finally the completion report and results obtained as a product of the enactment.

Jobs are executed on available worker nodes. The job management system differentiates between a job and a job execution. Over time, there may be multiple execution attempts for each job, although only one job execution runs at any given time.

There are seven possible states a job can be in. A job can only be in one of these states at any given time:

- **New** a newly submitted job, and yet processed by the scheduler.
Figure 7.4: The processing of a task by the job manager, from initial receipt of a “new task” message, though to the sending of a “task complete” notification. A task remains in an ‘incomplete’ state as long as at least one of its jobs is queued or is processing. Once all of the jobs of a particular task have been completed, i.e. they have either successfully executed or have exceeded a retry limit, then a task report can be generated. The task report contains an entry for each job. A job entry consists of details such as whether it was successful, the worker node(s) it executed on, how much system time was spent setting up the environment, how much effort was expended on actual processing, which input resource files were requested during processing, and which output files were produced. The task report message is then published to the notification system to inform the responder that requested the computation.
**Waiting** the job has been recognised by the system, but is not ‘releasable’ yet because one or more required input files are not yet available in the resource system.

**Queued** the job is ready to execute once a worker node becomes available.

**Processing** the job has been leased for execution by a worker node.

**Archiving** indicates that a worker node has completed processing the job, either successfully or otherwise. Output resource files need to copied from the worker node to the resource system.

**Success** indicates that job processing has completed successfully and that all output resources were archived correctly.

**Failure** this state represents a final job failure; i.e., a job that has exceeded its maximum number of retries.

An overview of job state changes is shown in Figure 7.5. This figure fits into the high-level overview diagram discussed in the previous subsection (Figure 7.4) between the transitions “Jobs queued / processing” and “Job report(s) available”.

When a job is first entered into the system, its state is **new**. This means that the entry has been accepted, but has not yet been processed. Jobs in this state are waiting in a queue to be processed by the job scheduling system.

Periodically, the job scheduler checks for new jobs. Upon noticing a new job, the job scheduler examines the job’s requirements. The job moves into state waiting. It remains in this state until its input resources are satisfied (exist within the resource system).

Once a job’s required input files are all available within the resource system, it is ready to be executed. The job’s state will be changed to queued, and it will remain in this state until it is chosen to run on a suitable worker node. If a worker node matching or exceeding the system requirements of the job requests more work, the job may be selected to run. In this case, the job is leased to a worker node, and its state is changed to processing. The job remains in this state until: a) the worker node reports a successful completion of the job; b) the worker node reports an enactment failure, or c) nothing is heard from the worker node; i.e., the worker node fails to renew its lease after a specified time-out period.

Microbase makes the distinction between failures caused by the enactment environment, and failures of the job implementation itself. Environmental failures include hardware failures as well as failure of any Microbase core service. These failures are distinct from job implementation failures, which
Figure 7.5: The various states a job progresses through during its lifetime, starting with new, and ending in either success or failure.
originate from within the user job itself. These failures may be the result of a bug in a user job, or incorrect data being passed to a user application. The job management system records which failure types occur and appropriate error messages and logs that may aid system monitoring or debugging.

If either the domain-specific job implementation or the Microbase enactment environment suffers a failure, then the job must be retried at a later time. In the case of a job execution failure, rather than simply deleting the results of execution (e.g., output data files), any result files that were produced are archived to the resource system. Although this incurs additional overhead in terms of increased CPU load, network bandwidth and disk storage requirements, having copies of output files, logs, and error streams of a failed process is invaluable when debugging applications running on remote worker nodes.

Two counters are used to track the number of times a job fails: one counter records Microbase environment failures; another for failures originating from within the job implementation itself. If both counters are within their retry limits, then a failed job’s state is reset to queued, allowing it to be re-executed at a later time. However, if the maximum number of retries for either counter is exceeded, then the job state is changed to failed. This state indicates a permanent failure.

In the case where a job execution completes successfully, the job it represents changes state to archiving. In the archiving state, the job is effectively complete except that the output result files are still located on the worker node that processed it and are therefore not ‘safe’. During the archiving phase, the resource system is instructed to make a permanent copy of these output files. If it succeeds, then the job execution is logged as successful, and the job state is changed to success. If resource archival fails for some reason, for example if the worker node is interrupted before an archiver node can copy the result files, then the job execution is recorded as a failure caused by a fault with the environment.

7.5 Compute client

An instance of the Microbase compute client runs on every worker node participating in the system. The compute client is a Java application, so can be run without modification on any platform with a suitable Java Virtual Machine (JVM). The compute client is intended to provide services for the jobs that will run on worker nodes. These include: registration of worker nodes with a job server; dynamic (temporary) installation of job implementations and third party applications they require; acquisition of input data resources for jobs; a temporary workspace for the job to use as scratch space; publication of result files; and reporting of job execution completion to a supervising job server.
The compute client application consists of several subsystems that primarily operate to provide an execution environment for the job management system, but also play a role in satisfying Microbase system-level requirements. Figure 7.6 shows the conceptual layout of the compute client, and its interactions with other Microbase components. A compute client instance contacts a job server to obtain a job description. The job description is added to a queue of jobs local to the worker node. In order to execute computational work specified in a job description, the worker node must first acquire capability to perform the domain-specific work. This task is performed by a the job dependency manager using Maven dependency information attached to resource system artefacts, as described in Chapter 6. The dependency manager interacts with the local resource system client instance to download the necessary jar files. A standard Java classloader is then used to dynamically add a job implementation to the local Java runtime environment. Meanwhile, input data resources and platform-native software are also acquired via the resource system through the job resource manager and the local software manager, respectively.

The resource system client embedded in the compute client maintains a local copy of all downloaded files, as well as published result files, allowing the disk space of a worker node to be used as a local cache. By caching previously downloaded files, future job executions that require some or all of these files will benefit by not having to wait for them to be downloaded. The resource system as a whole also benefits from reduced load. The resource system client allows each worker node to become part of the distribution system for files that are also required by other worker nodes. Torrent availability between nodes is co-ordinated via broadcast messages routed via the notification system.

### 7.6 Job execution by compute clients

The process of acquiring and enacting a job is summarised in Figure 7.7. If the worker node has at least one idle CPU, then it contacts a job server to request a job description. On receipt of such a description, the worker node first ensures that the job lease is updated periodically so as to remain in control of the job. If the compute client fails to update the job lease then the job management system may decide that the worker node as crashed, or otherwise been removed from the pool of available computers. If this happens, the job may be assigned to a different compute client running on a different node.

Since the response from the job server only contains an XML description of the job, the next task to be performed is to download the job implementation itself, as well as the input data it requires. If the job has platform-specific binary executable dependencies, only the files relating to the currently
Figure 7.6: The internal components of the compute client and how they interact with other Microbase components. A job queue holds jobs until their required files are all present, and a CPU lease is available to execute them. A dependency manager determines which third-party jar files are required to execute the job, and ensures that they are added to the Java class path. A local software manager ensures that required platform-native applications have been installed prior to job execution. The resource system client instance underpins all bulk data transfers, co-ordinates transfers with other worker nodes, and provides remote resource system nodes access to files stored on the worker node’s local disk.
running platform are downloaded. If this step fails, then the node is unable to continue. In this case, the job server is notified of an environment failure and the compute client requests another job to process instead.

Assuming all required input resources were successfully downloaded, control is handed to the newly installed compute job. Execution of the job can terminate in one of two ways: successfully, or with an exception. In either case, any output files produced are made available to the resource system for archival purposes. In the case of a successful termination of the compute job, the compute client contacts the job server to report a successful job enactment. If the job execution raised an exception, the job server is contacted to inform it of the failure. In either case, output resource files are kept on the worker node for as long as possible (usually until the disk is full and files need to be deleted, or the compute client exits). Keeping resource files available to the BitTorrent client for the maximum length of time enables other nodes to acquire the resources, even if the current client has no further need for them. This cycle repeats until the worker node is removed from the pool of nodes.

7.7 Performance analysis

7.7.1 Introduction

The computational effort expended by a system can be divided into two parts: the amount spent performing ‘useful’ work, i.e., processing user jobs; and the amount of ‘wasted’ effort expended on system overheads such as network I/O. Although any computer system suffers from CPU under-utilisation if it becomes data-starved, the effect is more pronounced in a distributed system where it may be necessary to transfer large files over a network before any processing can take place. In Microbase there are additional overheads including the management of transient software installations on worker nodes, and the requirement of worker nodes to share the file distribution load — i.e., a worker node may need to transfer files that are not relevant to its current job processing to other worker nodes in need of input data.

The performance of the Microbase job management component can be evaluated through the analysis of various timing measurements taken of a running system. In the case of the job management system, we are primarily interested in the amount of user work that can be achieved within a given timeframe on a particular collection of computer hardware. The job management system depends on all of the other core Microbase components at some point during a task enactment. Therefore, determining the efficiency of a given task enactment demonstrates the efficiency of the system as
Figure 7.7: The processes involved within a compute client instance when acquiring and enacting a job. Each node has a work queue. The maximum size of the queue is determined by the number of CPUs available, and the amount of job pre-caching that is performed by the node. If there is an empty queue slot, a Web service call is made to one of the job server instances. If there is work available — jobs in state 'releasable' — then a lease is acquired, and required data files are queued for downloading. File transfer and job-specific software installation occurs concurrently with other executing jobs. However, processing of the newly downloading job does not start until there is an available CPU; another job has finished processing. On completion of job processing, generated data files are published to the resource system. Temporary data files that do not need to be archived are removed, freeing disk space for the next job.
whole, since the overheads imposed by other system components are also taken into account.

Computational effort may be measured by timing how long a job, including all of the necessary support activities, fully utilise one or more distributed hardware resources. The collected timing measurements can then be used to calculate system properties such as:

- task throughput: the number of processed jobs per time unit
- total system throughput: job rate over all concurrently executing tasks
- pipeline efficiency: average efficiency for each stage of a processing pipeline
- system efficiency: required system effort for a given amount of ‘useful’ work output; i.e., the proportion of computational effort spent performing user-requested work, as opposed to the time spent performing overhead ‘housekeeping’ operations.

Different groups of users may be interested in different aspects of system performance. For instance, end users may be interested in the wall-clock time required to complete their computational work; system administrators are interested in computer cluster saturation, whether adding additional worker nodes improves overall throughput of the system, or whether worker node failures or job execution re-assignments are having a significant adverse effect on system efficiency. Meanwhile, developers are interested in tuning their job implementations to minimise overheads and maximise the amount of system time spent performing ‘useful’ computational work. Therefore, there are a number of ways in which raw performance measurements can be interpreted. In order to accommodate these different viewpoints, a detailed breakdown of how the system spends its time while performing a task enactment is required. Raw timing information can then be represented in different ways to suit the different user perspectives. Typically these different interpretations determine which system events are included in ‘useful work time’, which are ‘overheads’ and which are not included at all.

Timing measurements within Microbase are performed at several levels: an individual job execution attempt; the aggregation of job execution attempts required to successfully complete a job; the sum of all of the jobs that are required to complete a task; and the sum over a set of completed tasks in a pipeline required to satisfy the processing needs of a given set of input data.

The following definitions have been used to clarify various time measurements throughout the rest of this section. For the purposes of benchmarking the system, it is assumed that the processing of jobs, tasks, and pipelines will eventually succeed — that is, run to completion without error — even though individual job execution attempts may fail.
Generic terms, applicable to any level of timing granularity (level-specific variations will be defined next):

**elapsed time** the wall clock time taken to perform a particular job execution, task, or pipeline.

**system time** the total number of CPU hours consumed while executing a job, task, or pipeline. This time includes both user job processing time and housekeeping overheads such as data transfers between worker nodes. System time is therefore a measure of the total effort expended by a system over a particular period of elapsed time.

**overhead time** the portion of the system time that is consumed by housekeeping operations or which is spent blocking due to contention for shared compute resources.

**processing time** the portion of system time observed to be spent performing requested user computation, excluding all overheads such as data transfers. Processing time is therefore a measure of the effort expended by the system on ‘useful’ work.

**theoretical maximum processing time** the total number of CPU hours available to Microbase over a specified elapsed time, given a particular hardware configuration.

**total speedup** the quotient of the total system time by the elapsed time.

**useful work speedup** the increase in performance of the system, given the processing time achieved within an elapsed time.

**efficiency** the ratio of processing:overhead times.

**node utilisation** the percentage of a task’s elapsed time for which a node was contributing system time.

### 7.7.2 Data collection and analysis

Timing information is collected from a number of different sources, including job manager server components as well as individual worker nodes. Measurements are also made at different levels of granularity, from individual job execution attempts through to the pipeline-level timestamps. These timing measurements must be interpreted carefully in order to obtain meaningful statistics. Interpretation is made more difficult by the properties of a distributed system. The inherent parallelism of processes spread over multiple computers as well as multiple threads executing within nodes makes
it difficult to determine how much time is spent performing useful work, and how much is spent on overhead operations such as file transfers.

The timeline of events for processing a typical task is shown in Figure 7.8. While the elapsed time for a task can be used to give some idea of the performance of the system, it is not sufficient to accurately gauge the speedup achieved, especially if multiple tasks from several responders are competing for computational resources at the same time. The elapsed time measurement also does not provide a detailed analysis of how the system spends its effort - how much effort is expended on useful work and how much on housekeeping overheads.

**Worker node utilisation**

Perhaps a more realistic task enactment case is shown in Figure 7.9. Again, a task enactment consisting of five jobs is displayed. In this case, there are three worker nodes available to complete the work. All three worker nodes are fully utilised until approximately half way through the elapsed time. At this point, jobs 1, 3, and 4 are complete, and job 2 is almost complete. Because only one job is left incomplete (job 5), it is inevitable that not all worker nodes can be utilised with respect to this task. From the perspective of the displayed task, the total utilised time is defined as the sum of the time periods for which the worker nodes were actively contributing to the progression of the task; the utilised time for a task is the average utilised times for each worker node contributing work to the system. In a real-world system where multiple tasks are simultaneously active, the ‘idle’ times shown in the diagram would in fact be used to process jobs from other tasks. The presence of other tasks in the system does not affect how the utilised time for the displayed task is calculated. A high utilised time as a percentage of the task elapsed time indicates high levels worker node dedication to a task. A lower percentage utilised time indicates that worker nodes are each contributing a proportionally smaller amount of their time to processing a task, indicating that the system as a whole may be under high load with many tasks competing for computational time.

**Worker node efficiency**

Efficiency is the ratio between the amount of effort expended on useful work and the total effort expended by a system. Microbase calculates the efficiency of worker nodes during the portion of time that they are utilised by a particular task. This means that worker node time that is not spent processing a task for some reason — i.e., idle time as shown in Figure 7.9 — is not counted as being inefficient.
Figure 7.8: Shows the stages involved in task enactment. From the perspective of a responder requesting computational work, the elapsed time of the entire task is the most important. This is the time taken from initial task submission, through to the time at which a 'task completion' report is received by the responder. The elapsed time therefore includes more than just job processing times — it also includes overheads incurred through the use of the notification system, administration operations performed by the job management system, and the idle time that jobs spend in a queue while waiting for an appropriate worker node to become available for processing.
There are several housekeeping operations that can potentially reduce the efficiency of a worker node. The ‘useful’ processing time performed by a worker node is preceded by job execution environment set-up operations, and followed by environment destruction and result archival operations. Environment set-up costs, including data file downloads and software installations, are classed as overhead time, as are operations to archive the results (see Figure 7.10).

The Microbase compute client has been designed to mitigate overheads as much as possible by pre-loading the ‘next’ job while the ‘current’ job is executing (see Figure 7.11). The result files generated...
Figure 7.11: Shows a worker node with a single CPU processing three jobs, one after another. For each job, there is an initial environment set-up cost, which includes the acquisition of necessary input data files and the installation of necessary software (jar files and platform-native executable programs). Job processing may begin after the environment has been constructed. The next unit of work is requested, and its independent environment is constructed in parallel with the currently processing job. On completion of the first job, the CPU is allocated to the now read-to-run second job. Meanwhile, the results of the first computation are uploaded to a Microbase archive server, and the inputs of the third job are downloaded.

If the working environment of the second job can be constructed before the first job finishes processing user work, then the second job effectively has no set-up overhead. On the other hand, if the working environment of the second job takes longer to construct than it takes for the first job to complete user work processing, then the set-up overhead is reduced, but not completely eliminated. By the ‘current’ job are uploaded to a server. The job environment is destroyed while the ‘next’ job starts processing. For jobs where the set-up time is smaller than the processing time, this source of overhead is completely eliminated, allowing an unbroken chain of ‘useful’ processing stages (Figure 7.11), permitting very high efficiencies.

The resource system instance present on worker nodes may put additional stress on the disk and network hardware components of worker nodes. We make the assumption that network I/O transfers and the CPU usage associated with these transfers has a minimal impact on user job processing on worker nodes. Previous work has shown that the use of BitTorrent causes spikes in CPU usage compared with client-server transfers, but has a background level of less than 10% on modern CPUs [62].

### 7.7.3 Timing results

In a Microbase system, individual job executions can fail due to a multitude of potential software or hardware failures. For the purposes of system benchmarking, job execution failures are permitted on the assumption that the overall job enactment ultimately succeeds within the retry limit. In this case,
a failed job execution attempt would simply have a negative impact on overall system efficiency, since additional effort has been expended by the system with no gain in useful work (see Figure 7.9). When evaluating the efficiency of a job enactment, failed job executions are important to end-users since it impacts the time they must wait for their result sets. System administrators may also wish to know how job failures impact the overall efficiency of a system, whereas developers may be more interested in the efficiency of successful executions only if they regard most types of job failure as a property of the environment.

There are many performance-related considerations that should be taken into account when deciding suitability of Microbase for a particular type of computational work. From the point of view of the task submitter (end-user):

- How long does a typical task take to complete in real time?
- How great is the overhead of running a job within Microbase compared to a single machine? If one worker node was used, how much slower does the Microbase system run, as opposed to running the task without Microbase on a single node?
- How does the speedup vary with the number of available worker nodes?
- Does the speedup achieved peak at some point, or continue to increase linearly with the number of worker nodes?

System administrators and developers may be interested in evaluating:

- How much of the elapsed (wall-clock) time is due to Microbase overhead?
- If a job performed no processing at all, how long (elapsed time) would it take to receive a completion notification?
- How much of this inherent overhead due to resource archival, and how much is due to notification message processing and administration tasks?
- How much time do jobs spend in a ‘queued’ state? Does the addition of more worker nodes reduce this time?
- The overall efficiency of the system: how much useful work is obtained from the effort (system time) provided? what is the ratio of useful work to idle time to environment setup time?
These questions can be addressed by collecting suitable timing information obtained from system benchmarks. However, it is clear that wall-clock elapsed times alone are insufficient to answer these kinds of questions. A detailed breakdown of how much time the system spends on particular types of task is required.

7.7.4 Benchmarking methodology

The benchmarking setup configuration included the following:

- Server 1: Dual 3Ghz Xeon with 2GB RAM
- Server 2: Dual-core 2Ghz Athlon 64 3800+ with 4GB RAM
- Server 3: 3Ghz Pentium 4 with 1GB RAM
- Server 4: Athlon 64 3200+ with 1.5GB RAM
- A varying number of nodes from a pool of 83 dual-core Linux deskop PCs. Each machine is equipped with Intel Core2 6300 CPUs and 2GB of RAM.

It was necessary to spread services over multiple machines for several reasons. Firstly, a single instance of Apache Tomcat had difficulty deploying all the services, even when appropriate Java RAM settings were increased. Secondly, it was necessary to test whether multiple instances of resource system archiver nodes had an impact on system performance. Additionally, this benchmark configuration demonstrates the distributability of Microbase core components, as well as the ability of the resource system to scale by providing multiple Web service instances.

7.8 Results

7.8.1 Performance benchmarks

Minimum feasible job execution time

In order to determine the feasibility for parallelising an application for use with Microbase, it is necessary to understand the latencies and overheads imposed by the system. Of particular interest is the minimum amount of computation time per job required before the system becomes ‘efficient’ — when the amount of useful computational work exceeds system overheads. In order to find the
Figure 7.12: A summary of multiple tasks of 20 synthetic compute jobs running on 10 worker nodes. As the job length is increased, overall efficiency increases greatly. To achieve levels of 90% efficiency, compute jobs should last 5 minutes or more.

Job computation time threshold at which the system becomes feasible, a number of tasks composed of synthetic jobs of varying length were executed. These tasks were executed with the compute client’s pre-caching feature enabled; while one job is processing, the next is downloaded and prepared concurrently in order to minimise the elapsed time spent performing data transfer operations.

The synthetic job used for this set of benchmarks requires no input files. The only input file(s) required by each node are therefore the job execution jar file and its dependencies. The only output file resulting from execution is a small (1-2kB) log file. The length of simulated compute time was varied to determine the absolute minimum effective job time. Figure 7.12 shows how efficiency increases as the processing time of a job increases with respect to the overhead time.

**Distribution of large data files via the resource system**

In order to test the effectiveness of the resource system at handling large files with varying numbers of worker nodes, a set of tasks requiring a single 500MB input data file were executed. The time the jobs spent performing ‘computation’ was set at 60 seconds. Each job produces a 1MB ‘result’ file containing randomised bytes. The number of jobs involved in each run was set equal to the number of worker nodes, so that each worker node executed exactly one job. Therefore, in the ideal case, the execution time for each task should be constant. Test runs were performed with 10, 15, 30, 43, and 83 nodes. Since these benchmarks aim to test the overhead of the resource system, job multi-tasking and job pre-caching functionality was disabled since these features result in file operations running concurrently to ‘useful’ work, and therefore mask data transfer overheads to a certain extent. Results are shown in Figure 7.13.

The task completion time clearly increases as the number of worker nodes increases, but it is also clear that the amount of ‘useful’ computational work obtained as a result of adding additional worker
nodes dwarfs the additional data transfer costs. In this test, each job takes exactly one minute to complete. Therefore, 83 minutes of ‘useful’ work were completed in approximately 12 minutes of ‘real’ time. While this is only a 7x overall speedup, this set of tests aimed to show the scalability of the resource system using large files. In the test run involving 10 nodes, approximately 5GB of input data was transferred, while in the 83-node test, 41.5GB of data was transferred, demonstrating the effectiveness of the BitTorrent protocol.

**Effect of job pre-caching**

In order to determine the effect of job pre-caching on worker node CPU efficiency, the following set of benchmarks were performed. A single worker node was configured to run a set of five jobs, each with a simulated computation time of 90 seconds. Therefore, the theoretical best possible execution time is 450 seconds. A job queue length of 1 means that the worker node will not obtain the ‘next’ job until the ‘current’ job has finished processing. With a queue length of 2, the worker node will process one job while downloading the next. The table below shows the efficiency increases obtained by increasing the job queue length.

<table>
<thead>
<tr>
<th>Job queue length</th>
<th>Actual duration(s)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1588</td>
<td>28.34%</td>
</tr>
<tr>
<td>2</td>
<td>882</td>
<td>51.02%</td>
</tr>
<tr>
<td>4</td>
<td>590</td>
<td>76.27%</td>
</tr>
</tbody>
</table>
Figure 7.14: The execution timeline of an entire task. Each line represents a job execution attempt. 25 machines were active, so there are approximately 50 jobs active at any time; one executing; one queued. The effect of job caching can clearly be seen, with new jobs becoming active before currently running jobs have finished. Jobs can be seen to complete in roughly blocks of 25, since the synthetic job implementations all have exactly the same ‘user work’ time. However a minority of jobs are shown to take longer to complete than others. The extended execution time of these jobs is likely to be due to a delay in the result archival stage - the job is likely to have finished executing, but for some reason the BitTorrent peer discovery operation to archive the result file has taken longer than usual.

Node utilisation charts

A visualisation of a task consisting of 200 jobs executing on 25 machines is shown in Figure 7.14. The timeline for each job is indicated by a horizontal line. Each horizontal line represents the the start and end timestamp of each job and includes set-up time, processing time, result archiving time and the idle ‘queued’ time that jobs spent cached on a worker node. Each machine pre-caches one job; so each worker node is preparing the ‘next’ job, while the ‘current’ job is processing. Each job requires exactly 5 minutes of raw computation time, although the actual active time will be greater due to system overheads such as job migration. Figure 7.15 represents the same task execution from the point of view of each worker node. A high level of cluster utilisation can be seen. Nodes become idle only at the end of the benchmark, when no unprocessed work remains. In a ‘real’ system, the worker nodes would start processing jobs from another task after at this point.

In this particular benchmark, the actual task running time was 49 minutes. The total ‘useful’ work
Figure 7.15: Shows the start and end times of each job for each numbered worker node. Overlapping job executions due to pre-caching can be seen clearly. All 25 nodes are shown to be fully utilised for around 45 minutes. Only 5 machines remain active after this time, while they finish the remaining jobs.

time was 1000 CPU minutes, while the time wasted on overheads was 590 minutes. However, because system overheads of job environment preparation and result archival run concurrently with user work, with 25 worker nodes, an overall speedup of 20.2x was achieved. The average node utilisation was 90.4%. The efficiency of each node for its utilised time was 89.5%.

7.8.2 Administration toolkit

In order to monitor a running system, a Web-based monitoring system was developed. The selection of screenshots shown below illustrate the job management system monitoring software while a Microbase system is running: Figures 7.16, 7.17, 7.18, 7.19, and 7.20. The user interface provides facilities for viewing currently executing jobs, and which nodes they are executing on. There is also a facility to start new synthetic benchmark jobs.

7.9 Conclusions

The task enactment system can handle failures with varying degrees of transparency. It is able to almost completely mask job failures caused by environment failures, is able to assist with the handling of corrupt/incomplete/incorrect input data and allows the developer to cope with bugs in the
Figure 7.16: A screenshot of the Microbase job server Web interface. An overview of the status of the system is shown. The system shown here is nearing the end of its computational work: 25 jobs remain unprocessed; 50 jobs a currently processing in parallel; 1 job has finished processing, but cannot be marked ‘complete’ until the Microbase resource system has archived its result files; 4150 jobs have successfully completed.

Figure 7.17: This screenshot displays the currently active worker nodes and their associated job lease details. This view allows the user to glance through the active nodes to see what type of job nodes are running, as well as how long the jobs have been running on each node.
Figure 7.18: This screenshot shows the types of information stored about each worker node that requests jobs from the system. Nodes are identified by their UID which corresponds to a particular set of configuration information, including hostname, operating system version, and various hardware properties. If the software or hardware configuration changes over time, the worker node will be assigned a new UID.

Figure 7.19: A summary of the current jobs running within a Microbase system. Various metadata is associated with running jobs, including the number of job execution attempts that have failed. There are two separate failure counts. The first keeps track of failures that occur as a result of an internal error within a job implementation. Another counter records the failures that occur as a result of the enactment environment experiencing a fault.
job implementation projects to some extent. The system has been shown to be tolerant of repeated job failures. Failures result only in increased task completion time.

When assigning job leases to worker nodes, some use of job failure history could be made. If a particular job has been assigned to a specific worker node several times before, with each execution resulting in failure, then perhaps the system should look for another worker node instead. Other statistics could also be used: repeated failures of particular task types on specific nodes, or particular platforms. Or perhaps, a specific worker node is repeatedly failing any job it attempts to execute (potentially indicating a hardware failure, or software configuration problem).

It has been shown that the minimum job length is around 3-5 minutes due to Microbase overheads associated with job migration. The minimum feasible job length was based on minimal data transfers to the node, so the minimum feasible job length is likely to increase with the length of time taken to acquire data resources. However, data file acquisition has been shown to be efficient with the use of BitTorrent, mitigating resource transfer overheads. Considering many bioinformatics workloads have execution times running from several minutes to several hours, the minimum job time appears to be acceptable.

Cloud computing providers often make use of rapid Virtual Machine (VM) cloning techniques in order to meet the computational demands of consumers [177]. However, such VM image clones all start from an initial shared state. If the software or data required by a remote process is not pre-installed within the VM image, then it must be obtained at runtime, after the VM has booted.
The Microbase compute client, coupled with the resource management system provide a bandwidth efficient method for achieving just-in-time software and data population of worker nodes.

Unlike Condor [192], there is no ‘class-ad’ system, whereby nodes are matched to jobs. There is no need to manually register worker nodes prior to job execution. On startup, a Microbase compute client announces its presence and system properties to an available job server. This approach is advantageous since other properties, such as a list of resource files local to the worker node can be passed, allowing the server to choose jobs for the client based upon which data files or software the client already has.

On receiving a request for work from the client, the job server searches for an appropriate job based on the hardware properties of the worker node. In this respect, the Microbase compute client resembles the BOINC [9] distributed computing client. Also similar to BOINC is the ability of the compute client to download and install necessary software dynamically. Unlike BOINC, however, the Microbase client maintains a local repository of downloaded files which may be re-used by any future job if required.

In addition to computational work, machines running Microbase compute clients also extends the resource file distribution mechanism of by actively seeding a number of resource files they have previously downloaded. Compute clients also respond to broadcast notifications from other clients requesting a particular file for seeding. This cooperative behaviour ensures that files that are in high demand are available from a large number of sources. A number of other desktop Grid systems have demonstrated the advantage of P2P transfers of large files [316, 62, 317]. However, Microbase extends this concept with the addition of dependency links between files. Since compute job implementation projects follow an extended Maven [114] design pattern, the project object model contains rich information regarding project requirements, such as database drivers and other library dependencies. All files downloaded by the compute client are stored in a common directory before being copied to a distinct execution specific temporary directory. Therefore, common resource files required by multiple job implementations will only be downloaded once, thereby reducing network bandwidth and server load. Maven dependencies allow the distinction between different versions of the same library. Since each compute job instance has its own unique Java class-loader, running different compute jobs that require different versions of the same library simultaneously is possible. This functionality essentially comes for no additional developer effort; since responder projects are build with Maven anyway, the compile-time metadata is simply used at runtime by Microbase to prepare a suitable job execution environments.
Chapter 8

Automated Genome Analyser

8.1 Introduction

The availability of complete microbial genome sequences has lead to major advances in the understanding of microbial evolution and adaptation as well as a deeper insight into protein function and gene regulation [305, 241, 324, 146]. Many forms of genomic analyses have been developed and new information can be obtained from the examination and comparison of sequences. With the ever increasing number of sequences available, more detailed analyses are becoming possible. However, such analyses are often extremely computationally intensive [205, 256, 195]. The ability of computer systems to scale in parallel to meet this challenge is essential [258]. Several large-scale analysis projects use dedicated clusters of computers for this task, while others are beginning to utilise processing effort ‘donated’ by home or workplace desktop computers [208, 233].

A genome analysis pipeline was constructed partly as a demonstrator application for the Microbase Grid framework, and partly to construct a query-able data source that provides computational access to analysis information, as well as being browsable by bioinformaticians. Microbase was designed to provide an environment suitable for such large-scale, long-running analyses. The AGA analysis pipeline consists of a set of modules that have been developed using the Microbase responder design pattern described in the previous chapter. The main function of AGA is to enable existing bioinformatics applications to be executed in a distributed computing, and provide a set of Web services for querying processed data. A separate program, the AGA browser, consumes data from responder Web services and provides a Web-based Graphical User Interface (GUI) for browsing integrated result data.
8.2 Motivation

There is a need to demonstrate how Microbase provides a useful resource and is able to utilise real-world bioinformatics data in keeping with the requirements discussed in Chapter 3. Applying a well-known, well-understood analysis application such as Blast was carried out to provide a suitable demonstration of the performance of Microbase in all-against-all sequence comparison analyses. The various forms of the Blast program make a suitable use-case, since their computational requirements range from the moderately-intensive BlastN, to the extremely computationally-intensive BlastP.

Several analysis tools were run over available bacterial sequences to construct a data set useful for biologists. The resulting data set must be kept up-to-date by incremental additions as new genome sequences become available. In addition, it is useful for biologists to be able to browse or query generated data sets conveniently, in the similar way to existing visualisation tools. Furthermore, it was also desirable for bioinformaticians to construct ‘canned’ queries that take advantage of the event-driven nature of Microbase. For instance, biologists may not be interested in the entire data set that all against all approaches provide. Instead, they may be only interested in a small subset of the data, such as a set of genes or protein sequences relevant to their research. It must be possible for domain-specific notifications to be sent to notify users when ‘interesting’ data appears.

Suitable access to and presentation of bioinformatics data sets is as important as the efficient generation of data sets. AGA is intended to provide both a user interface and programmatic access to generated data sets.

8.3 Architecture

The AGA pipeline is primarily composed of a set of independent domain-specific Microbase responders. Each responder is responsible for a particular analysis type or data storage. The Web service component of each responder provides data set-specific methods, through which it is possible to query result data. For instance, a responder storing genome sequence information would provide methods for retrieving protein sequences belonging to a particular genome entry. An additional AGA component is a GUI interface consisting of several applications which draw together the data from each responder into an integrated visualisation tool. AGA can therefore be conceptualised as consisting of two phases: a data analysis phase that uses Microbase services, and a separate data querying and visualisation phase (see Figure 8.1).
Figure 8.1: Each responder works independently. On receipt of a notification message indicating the presence of a new genome sequence, each responder performs its own assessment of the computational requirements of the task. Responders use the functionality provided by Microbase to schedule and distribute computational work. Each responder typically maintains its own results database. On completion of computational work, the information contained in the separate databases can be re-integrated via the Web service query interface of each responder. In AGA, this kind of integration is performed by the GUI.
The data flow of the AGA analysis pipeline is similar to other automated analysis systems such as PEDANT \cite{115, 313} in that a list of available sequences must be queried in order to determine if new data is available for processing. New data is then downloaded, ready for processing. An overview of the AGA pipeline is shown in Figure 8.2. On detection of a new file, the file is first downloaded, and then parsed into a sequence repository by a responder termed the ‘Genome Pool’. The ‘Genome Pool’ then publishes a message indicating that the sequence file is now available in the repository. In AGA, there are several responders that are interested in ‘new genome’ events and more could be added to the system at any time. The current AGA pipeline contains MUMmer and several forms of the \texttt{Blast} program. These tools populate sequence similarity databases by delegating computationally-intensive operations to Microbase. The resulting data sets can be queried by each responder’s Web service interface. Each responder publishes notification messages to signify a completion event, for example, to indicate the availability of a new \texttt{Blast} report. Currently these notifications are not used within the current AGA pipeline. They are stored by the notification system for future use, should additional downstream responders need to be added in future.

### 8.3.1 AGA responders

The work of a responder may be classified into two categories: work that must be performed serially, and work which may be parallelised. Serial processes include the decision of how large computational tasks should be split and database bulk insertions and consistency checking. Processes that can be parallelised include executing analysis applications, and parsing the resulting output files. The server-based component of a responder executes the serial portions of the work, while the compute job component of the responder perform the parallel portions of the work. In AGA, responders work in the following way:

- Responders receive an event notifying them that new data has arrived
- The responder server component performs some initial checks to decide what, if any, computational work must be performed.
- Worker nodes then execute the required jobs. Each job should be as independent as possible from other jobs and from centralised services. Jobs should try not to repeatedly access resources that might become a bottleneck. These characteristics are achievable while running programs such as \texttt{Blast}, since even the output files are deposited in the distributed resource storage system. However some communication with a server is required in order to maintain a
Figure 8.2: Shows the flow of data between responders throughout the AGA analysis pipeline. The presence of new files is detected by the ‘FTP Scanner’ responder. Other responders can react to the presence of new data files if they are of interest. In this example, the ‘Genome Pool’ responder is interested in ‘new file’ notifications where the file is a GenBank genome sequence. On receipt and successful parsing of the sequence file, a ‘new genome’ notification message is published. Several responders react to the presence of a new genome within the system and schedule their respective analyses to execute within the job management system. On completion of these analyses, each responder publishes its respective analysis completion notification message.
structured data store. For example, after **Blast** has executed, the worker node will parse the output file into a structured form, pass it to a server, which inserts data into a database (several approaches are compared below).

- Meanwhile, the server component awaits a notification indicating that all jobs have finished. On receipt of this notification, the server based component may opt to perform additional work. The types of task commonly performed at this stage include data insertion or data consistency checking.

Different AGA responders have been designed in slightly different ways, partly due to the iterative software development approach used. This chapter evaluates these approaches and concludes with the ‘best’ way to write a responder in order to make the most of available computer resources.

**Remote file scanner responder**

The remote file scanner is the means by which new primary data can be recognised and automatically imported into the processing pipeline. The file scanner responder could potentially be re-used in other pipelines since it is only concerned with files and has no concept of genome sequences or bioinformatics data formats.

The file scanner responder contains a server-based event handler that may be configured to periodically scan a remote File Transfer Protocol (FTP) site for particular types of file defined by their file extension. For example, the responder could be configured to find all `.gbk` files located within the NCBI [27] FTP server. Scans may either be of a single directory level, or recurse an entire directory tree. The first scan of a remote site results in a set of notification messages containing details of every matching file. Subsequent scans result in notifications detailing changes that have occurred since the last scan, such as new files, file deletions, and changes in file properties including length and timestamps.

The compute job implementation of the file scanner responder simply downloads a file from requested Uniform Resource Locator (URL) and exposes it to the Microbase resource system. The file scanner responder is therefore a convenient means of importing data into the system. Once archived by the resource system, data files are available to any current or future responder that requests them.
Genome Pool

The Genome Pool responder is responsible for maintaining an up-to-date service-oriented repository of currently available genome sequences. The Genome Pool reacts to new genome files being made available via the remote file scanner responder. It must then populate a structured database with the content of these files. Finally, for each successfully parsed file, a notification message is sent in order to inform downstream responders of the availability of a new genome entry.

The Genome Pool responder, like the other major responders, has followed an incremental development cycle. The initial version of the Genome Pool stored genome sequence files directly as binary objects in a database, together with additional indexed metadata for querying purposes. The initial version was adequate for locating genome sequence files and their annotations, but lacked the ability to perform rich querying. This initial version was finally superseded by a more functional replacement database and query service written in collaboration with Nakjang [230] as part of her doctoral dissertation examining high-throughput analyses of surface and extra-cellular proteins. The remainder of this Genome Pool description describes the new version, which is currently unpublished.

The Genome Pool responder was developed to parse genome files in GenBank [27] format into a structured database. The server-side component is responsible for reacting to incoming events, as well as maintaining an SQL database. The event handler module also provides Web service query methods for accessing the various types of data stored. The Genome Pool database is responsible for providing a query-able repository of genome sequences and their associated annotations. This is achieved via the SQL database and its associated Web service query interface.

When a new genome entry is added to the database, a message is sent to the notification system to inform other downstream responders of the availability of the data. The notification message sent by the Genome Pool contains the following details:

- The Microbase resource system ID of the genbank file
- the Microbase resource system IDs of two FASTA-formatted files generated by the Genome Pool.
- GenBank accession number
- Genome file version
- Taxonomy information
- Organism name and description
• Genome type (chromosome, plasmid, mitochondria)

A Microbase compute job implementation provides the parsing functionality for the Genome Pool responder. The compute job module parses the GenBank file directly into the database via Java Database Connectivity (JDBC) SQL statements. In addition to the database insertions, two FASTA format files are created by the job, containing the nucleotide and amino acid sequences respectively. These FASTA files are uploaded to the Microbase resource system. The purpose of these two files is to assist the scalable distribution of sequence data to worker nodes. Sequence data for an organism is typically a couple of megabytes in size and is potentially required by large numbers of worker nodes simultaneously, so a centralised database repository is not a scalable solution. Therefore, in addition to providing a rich centralised query interface, the Genome Pool responder also publishes sequence data to the Microbase resource system. Worker nodes may then perform efficient bulk data transfers of sequence data via BitTorrent.

The Genome Pool responder has been designed as a generic, reusable component and it has been used within the AGA pipeline to provide downstream responders with genome sequence information. However, the programmatically-accessible Web service query interface of the Genome Pool facilitates its use as an online genome database in its own right.

**BLAST-N responder**

The BlastN responder runs the well-known Blast tool [6] in a pairwise fashion. The BlastN responder (see Figure 8.3) is responsible for reacting to ‘new genome’ notifications published by the Genome Pool responder. The BlastN responder consists of a Web service component, and a compute job component, as defined by the responder design pattern introduced in the previous chapter. The BlastN responder maintains its own relational database for storing blast result data and status information.

On receipt of a ‘new genome’ notification message, the Web service component of the BlastN responder adds the sequence identifier obtained from the message to a local database table. Next, a set of job descriptions are generated that together represent the pairwise comparison of the new sequence against each existing ‘known’ sequence. The jobs are then scheduled together as a BlastN task and are submitted to the Microbase job management system by sending a ‘new task’ notification message. For the BlastN responder, all of the information required to schedule compute jobs is either obtained from the notification message, or the database owned by the BlastN responder.
If additional metadata about the new sequence was needed, it could be obtained by querying the Genome Pool Web service.

The compute job implementation responder component is relatively straightforward. It takes two FASTA-formatted nucleotide sequence files as inputs. Behind the scenes, the worker nodes executing the compute jobs acquire nucleotide sequence files via the Microbase resource system, rather than querying the Genome Pool responder for sequence data directly. Therefore, worker nodes requiring the same input sequence can potentially obtain the data from another worker node, rather than a central server. The standard `Blast formatdb` command is run with one of the sequences, followed with an appropriate `blastall` command. On completion of a `Blast` analysis, the raw `Blast` report is marked for upload to the resource system. Meanwhile, the content of the report is parsed into an object object model consisting of a ‘report’ object and set of ‘hit’ objects. The object model is sent to the Web service component of the responder for insertion into the `BlastN` relational database. Although the raw `Blast` report output file is not used by AGA beyond parsing its content into the server-based structured database, permanent storage of the raw report file within the resource system is necessary for facilitating future extension of the pipeline. A responder developed in the future may require access to the original raw `Blast` report, rather than the structured data stored by the responder.

On completion of all `BlastN` jobs for a particular ‘new genome’ notification, a ‘new `Blast` result’ message is published to the notification system. Currently, this message is not used by any existing AGA component. However, if a future responder were to be added that consumed `Blast` hits or `Blast` report files, then this message could be used as a suitable hook to which the new responder could be attached.

**Pairwise BLAST-P responder**

The pairwise `BlastP` responder works in a similar manner to the `BlastN` responder. The proteomes of organisms present in the Genome Pool are compared in a pairwise manner, resulting in $n^2$ comparisons for each proteome. Each compute job executes a single pairwise comparison.

During the development of the `BlastP` responder, it became clear that improvements had to be made to improve scalability. For a given set of input data, the `BlastP` result database was typically found to be an order of magnitude larger than the `BlastN` database. The database server became overloaded and resulted in many worker nodes remaining idle while they attempted to insert results into the database. To overcome this bottleneck, responder operations were reordered as shown in
Figure 8.3: Executing a BlastN task in Microbase. ‘New genome’ messages from the Genome Pool responder are propagated via the notification system to the BlastN responder. The BlastN responder decides what computational work is necessary, and publishes an appropriate ‘task description’ message which is subsequently delivered to the Microbase job management system. The job management system then executes BlastN jobs on available worker nodes. When a worker node completes a BlastN process, it then parses the resulting text file into an object model and sends this to its parent Web service component. The Web service component then immediately inserts the parsed Blast results into its relational database. Finally, once all jobs have finished executing, a ‘task complete’ report is published by the job management system and is forwarded to the BlastN responder Web service. The BlastN responder checks the task report for successfully completed jobs and publishes an appropriate ‘new BlastN result’ message. This message is not currently used, but is stored within the notification system for future extensibility.
Figure 8.4. Instead of persisting result data at the end of each job completion, results are serialised to a temporary file residing on the server. Once all jobs belonging to a task have been completed, the server then performs all the required database insertions.

Figure 8.4: Executing a BlastP task in Microbase. The ordering of operations is subtly different to the BlastN responder design, but achieves significant scalability improvements. ‘New genome’ messages from the Genome Pool responder are propagated via the notification system to the BlastP responder. The BlastP responder decides what computational work is necessary, and publishes an appropriate ‘task description’ message which is subsequently delivered to the Microbase job management system. The job management system then executes BlastP jobs on available worker nodes. When a worker node completes a BlastP process, it then parses the resulting text file into an object model and sends this to its parent Web service component. The Web service component writes the object model to a temporary disk file as quickly as possible. Once all jobs have finished executing, a ‘task complete’ report is published by the job management system and is forwarded to the BlastP responder Web service. The BlastP responder performs bulk result insertion operations by reading the Blast reports stored in temporary files into the database. This approach is significantly more efficient since the worker nodes do not block on database operations and can be processing jobs from another task instead (data not shown). Finally, the BlastP responder publishes an appropriate ‘new BlastP result’ message which is stored for by the notification system for future extensibility.

BLAST-P with the NCBI Non-redundant database

Another responder was implemented that executes BlastP with a single large database, rather than comparing sequences against each other in a pairwise fashion. In common with the other Blast responders, this responder also reacts to ‘new genome’ notification messages published by the Genome
Pool. **Blast** searches are performed with each proteome against the NCBI non-redundant protein database [250], which has a compressed size of 2.4GB. The large file transfers required by this responder make it a good use-case for benchmarking the performance of the Microbase resource transfer system with large numbers of worker nodes.

Comparing the sequences of an entire bacterial proteome against the NCBI non-redundant database takes in the order of 10-12 hours on a single modern desktop machine (Intel Core2 duo, 2GB RAM). Therefore, for each ‘new genome’ event received, **BlastP-nr** responder schedules jobs that analyse a block of 100 proteins each.

### 8.3.2 AGA Viewer

The **AGA** visualisation tool is a browser-based set of applications for monitoring the progress of analyses, browsing genome sequences and annotations, and visualising pairwise sequence comparisons. The user interface was written using the Google Web Toolkit [125]. The interface draws its data from the public Web service query methods provided by each responder (see Figure 8.5).

The genome browser application displays glyphs representing Coding Sequence (CDS) regions and other annotations provided by the Genome Pool responder Web service interface. Genome sequences can be chosen based on searchable properties, such as their accession number, organism name, and so on. It is possible to zoom and pan the view in order to display the required region.

The comparison viewer application displays two parallel genome browser tracks described above, together with similarity information shown as linking regions between the two browser tracks (Figures 8.6 and 8.7). The result is comparable to other visualisation tools. However, unlike existing tools, it is possible to switch between, or select multiple comparison data sets simultaneously to determine if different analysis methods correlate with one another. Comparison data sets are colour-coded in order to differentiate them. Different comparison data is loaded on-demand from the appropriate responders.

### 8.4 Results

#### 8.4.1 System configuration

The following table shows the hardware specifications of the worker nodes that took part in the benchmarks described in this section. The benchmarks were performed using a cluster of Linux computers...
Figure 8.5: Shows the architecture of the AGA GUI interface. The user interface is implemented using the GWT framework. The GUI is entirely separate from Microbase — no contact is made with core Microbase services. Data is retrieved from several responders via standard Web service queries. The structure of the GWT interface is divided into two layers: the first layer is a set of server-based GWT servlets, one for each responder. The second layer is a set of browser-based applications that communicate with one or more GWT servlets to obtain their data.
Figure 8.6: The AGA viewer. A list of available genome sequences is obtained via the Genome Pool Web service. A genome comparison window can be opened, and two sequences selected. Genome comparison data is then obtained from appropriate responder Web service interfaces and integrated with the genome information data.

Figure 8.7: A visualisation constructed from the integration of several data sources. The view depicts two bacterial genome sequences. Red bars highlight regions of similarity between the two sequences. The data source providing information for the comparison track can be switched between BlastN and BlastP. The view can be panned left and right as well as zoomed in order to locate features of interest. The region shown suggests that top sequence has several genes not present in the bottom sequence.
at Newcastle University, as well as a set of pay-per-use machines from the Amazon Compute Cloud (Amazon EC2) [1].

<table>
<thead>
<tr>
<th>Newcastle desktop PC</th>
<th>Amazon ‘small’</th>
<th>Amazon ‘medium’</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel Core2 duo, 2Ghz</td>
<td>1x 1EC2</td>
</tr>
<tr>
<td>RAM</td>
<td>2GB</td>
<td>1.7GB</td>
</tr>
<tr>
<td>Disk space</td>
<td>25GB</td>
<td>160GB</td>
</tr>
</tbody>
</table>

The CPUs provided by Amazon EC2 are not guaranteed to be of a particular vendor or generation. Instead, a leased machine has a CPU capable of a certain measure of performance measured in ‘EC2’ units that are a measure of relative performance to other CPUs provided by Amazon. For example, the ‘medium’ Amazon node has two CPUs, each of which is 2.5 times faster than the single CPU present in the ‘small’ Amazon node configuration.

The Amazon instances executed custom virtual machine image generated via the following steps:

- An existing public ‘barebones’ Debian 5.0 image was obtained from [http://alestic.com/](http://alestic.com/) [accessed 2009/10/08].

- Various system configurations were performed, including the creation of a ‘microbase’ user. A security group was created to permit Azureus BitTorrent traffic to reach the node.

- Java was installed, required by the Microbase compute client.

- Finally, a snapshot of the running instance was taken using the Amazon tools. This snapshot was used for the experiments described in this section.

A small configuration script can be passed to Amazon instances that execute at boot time. A script was written to download the Microbase compute client from a web server and execute it. The compute client was configured to communicate with a Microbase job server Web service located at Newcastle University.

### 8.4.1.1 BLAST-P NR responder using Amazon EC2 and Newcastle nodes

This experiment is of interest because of its global nature. The experiment involved pre-loading a Microbase/AGA installation with two bacterial genome sequences: *Staphylococcus aureus* USA300_TCH1516, and *Staphylococcus aureus* COL. The Blas:tP -nr responder divided the computational work into blocks of up to 100 proteins, resulting in 54 jobs. The 2.4GB NCBI non-redundant database Blast database was used for this benchmark. 34 worker nodes at Newcastle University and a further 20
nodes at Amazon’s European data centre were started simultaneously. Each node was configured to execute one job at a time, and to allocate all local CPUs to that job. Therefore in this experiment, each worker node executed exactly one job and both available cores were allocated to the BlastP process. Timing information is summarised in the table below:

<table>
<thead>
<tr>
<th>Duration (jobs) (mins)</th>
<th>Durations total (mins)</th>
<th>Useful work (mins)</th>
<th>Job processing speedup</th>
<th>Job efficiency (%)</th>
<th>Overall speedup</th>
<th>Overall efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>202.38</td>
<td>239.3</td>
<td>4948.4</td>
<td>24.45</td>
<td>45.28%</td>
<td>20.68</td>
<td>38.29%</td>
</tr>
</tbody>
</table>

The parallel portion of the task (job execution) took just over 200 minutes to complete. The entire task, including database insertion operations took 240 minutes. Using 54 worker nodes resulted in an overall task speedup of approximately 21x. The reason for this low efficiency is mostly due to the worker nodes executing a single job, and the time taken to transfer the 2.4GB Blast database to each node. In a more realistic scenario, each node would execute multiple jobs, thereby reducing the impact of the one-off file transfer operation. However, the main purpose of this benchmark was to demonstrate the ability of the resource system to distribute large files to multiple nodes simultaneously.

Figure 8.8 shows a BitTorrent client monitoring the Blast database file as it transferred to the worker nodes. The machine serving the Blast database is connected to the network via a standard 100Mbps network adaptor. However, the total speed for the BitTorrent ‘swarm’ reached a peak of 900Mbps, demonstrating the the worker nodes were transferring data among themselves.

The ‘CloudWatch’ facility of Amazon EC2 permits the collection of a number of statistics such as CPU and disk utilisation. At the time of the experiment, network bandwidth monitoring of instances did not appear to function correctly. However, the total amount of bandwidth sent to and received from the Amazon data center was available.

During the benchmark, 5.82GB of data was transferred to the Amazon data center, costing $0.58. 1.79GB of traffic was sent back to Newcastle University, costing $0.30. If the entire 2.4GB Blast database had been transferred to each node via a centralised protocol such as FTP, 48GB would have needed to be transferred to the Amazon data center. This would have cost $4.80. Therefore, the resource distribution via BitTorrent was 8.25 times cheaper for this benchmark than using a centralised protocol.

CPU analysis of the 20 Amazon worker nodes confirms the length of time taken to download the 2.4GB database. The CPU utilisation graph in Figure 8.9 shows the processor usage of 10 Amazon

\(^1\)http://aws.amazon.com/cloudwatch/ [accessed 2009/09/26]
Figure 8.8: Monitoring the progress of a BitTorrent file transfer of a 2.4GB Blast database file using a standard Azureus client [249]. Machines local to the resource archiver node serving the file (hostnames: cage*.ncl.ac.uk) manage to acquire the file at a much faster rate than remote machines (hostnames: ec2-79.*) since the local network is much faster than the Internet connection. However, as soon as one of the remote ‘ec2’ machines acquires a file chunk, it is immediately shared with the other ‘ec2’ machines via Amazon’s internal network.
nodes\(^2\). Processor utilisation is shown to be very low for approximately 25 minutes. This time corresponds to the length of time estimated for a BitTorrent transfer of 2.4GB. After 25 minutes, CPU utilisation rises to 10\% for approximately 10 minutes, presumably due to the worker node making a copy of the downloaded file to an isolated job execution temporary directory, and decompressing the file. After this, CPU usage rises to between 20-30\% while the machines start the ‘blastall’ process and begins to read the database file. After a short period, CPU usage reaches 100\%. Also of interest on this graph is the apparent failure of one of the nodes. The node represented by the purple line appears to downloads the file correctly, but then appears not to progress, with CPU utilisation remaining at close to 0\%. Analysis of the log file produced for that worker node suggests that one of the timeout values for detecting job inactivity had expired, causing the job to be reported as a failure.

While downloading a large file via BitTorrent the CPU utilisation is negligible. Each node is presumably in contact with a significant number other nodes — perhaps 20 to 30 — yet maintaining these connections does not appear place a significant burden on the CPU. This observation provides evidence that the parallelised job caching and result archival operations (as described in Chapter 7) do not have a high impact on concurrently running processes, and are therefore a good approach to reducing the amount CPU time that is ‘wasted’ while waiting for resource transfers to complete.

\(^2\)the CloudWatch graph is limited to 10 nodes. Another graph was generated of the remaining 10 nodes and showed a very similar layout.
8.4.1.2 BLAST-P Pairwise responder using Amazon EC2

The BLASTP-NR responder was a good test case for Amazon since it highlights the advantages of BitTorrent transfers to a large number of remote nodes. The BLASTP-pairwise responder used in this benchmark poses a different challenge to the resource transfer system. Instead of one extremely large database file, each proteome is compared with each other proteome. Each job will therefore require two FASTA-formatted files as input. Since an exhaustive pairwise analysis is performed, more than one worker node will require the same files at some point. However, this is likely to be at different times. Also, not all worker nodes will require all files.

The benchmark was performed using 40 bacterial sequences comprising the *Staphylococcus* and *Bacillus* genome sequences available from the GenBank FTP site.

The Genome Pool database was populated using 10 worker nodes local to Newcastle since the Genome Pool responder cannot yet function in the Cloud. The Newcastle nodes were then shut down, and 20 ‘medium’ Amazon instances were started with a job queue size of 2. Therefore, there were a maximum of 80 jobs active at any one time: 20 worker nodes, with 2 CPUs per node with 2 jobs in a queue (one processing, and one downloading/installing).

The CPU and disk utilisation graphs from CloudWatch are shown in Figures 8.10, 8.11, and 8.12.
Figure 8.10: CPU usage for 20 Amazon EC2 nodes over the duration of the experiment. It is interesting to note that CPU utilisation remains consistently above 90% even though each node is executing multiple jobs that require different data files. The Microbase compute client is successfully preparing the ‘next’ job while the current job is processing. All worker nodes were started at the same time, however, node ‘ia-35cb9db’ initially failed to connect to the Microbase job server running at Newcastle. Following a manual restart, the node worked correctly.
Figure 8.11: Disk reads for 20 Amazon EC2 nodes over the duration of the experiment. Disk reads were surprisingly light, indicating that once obtained via BitTorrent network transfer, most files were cached in memory.
Figure 8.12: Disk writes for 20 Amazon EC2 nodes over the duration of the experiment. A large number of disk writes indicate a) many output files being written as the 1600 jobs were completed, and b) FASTA sequence files being written to disk as they are transferred among the nodes.

The CPU utilisation graphs show that the Amazon nodes are almost continuously at 100% utilisation (Figure 8.10), indicating that the job caching mechanism used by the compute client was successfully preparing jobs ahead of time to ensure uninterrupted computation. There is a node that appears to be continuously idle: ‘i-a35cb9d4’. On inspection of the log files, it appears that the compute client failed early in its initialisation phase. On manually restarting the Microbase client on node ‘i-a35cb9d4’, the node correctly contacted the Web service and proceeded as normal. This is represented on the graph as the pink line that jumps to 100% much later than the other nodes. The failure of the node did not affect the outcome of the experiment in terms of the expected number of database results. In fact, it demonstrates the failure handling mechanisms that regularly deal with
individual worker node failures. Although the Amazon nodes tend to be reliable, desktop computers at Newcastle regularly fail without warning, either due to hardware problems or user interruptions.

The larger number of jobs in this run means that job life is much shorter than with the BLAST-NR jobs. The disk statistics reflect this, with much greater fluctuations. Disk usage typically occurs at the beginning of a BLAST-P job when reading the sequences and at the end, while writing the alignment. Other possible disk access include: preparing the temporary directory for the next job, while the current job is still executing; uploading the previous job’s alignment file to the Microbase resource system; and sharing sequence data files with other nodes, again via BitTorrent. Disk access tends to be mostly write-access, with the only significant disk reads occurring at the start of job processing. This pattern is consistent with worker nodes having ample RAM in which files are cached. Disk reads are infrequent because the worker nodes have enough memory to almost entirely cache software and data files. Disk writes are fairly continuous since output files are generated from the BLAST-P process, and new sequence files will be arriving via BitTorrent.

Regarding server capacity for the distributed job processing phase, the current server configuration appears to be adequate. The number of completed jobs waiting to have their files archived is a good measure of server stress. With 20 worker nodes executing 40 jobs concurrently, there were between 10 and 20 jobs with outstanding archive operations. The system should therefore be able to cope with much greater numbers of worker nodes.

The parallel job processing of 40 proteomes executed on 20 nodes, with a combined total of 40 CPUs completed expended 6521 ‘useful’ CPU minutes in just over 3 hours of wall clock time. The parallel phase therefore completed with a 36x speedup. However, a very slow database configuration prevented a reasonable speedup from being attained. It took a further 18 hours to populate the structured database with the Blast hits, resulting in an overall speedup of just 5x.

### 8.4.2 Benchmarking an entire pipeline of responders

A final set of benchmarks show how the system scales when a number of responders are executed together as a pipeline, rather than individually. For this set of benchmarks, 18 *Staphylococcus* genome sequences were used. The *BlastN* responder has been omitted from these tests, since it did not scale beyond 10 nodes.

The following table shows the speedups achieved when executing the pipeline on various numbers of worker nodes. In this case, all worker nodes are local to Newcastle University.
<table>
<thead>
<tr>
<th>No. workers</th>
<th>Job processing duration (mins)</th>
<th>Total responder duration (mins)</th>
<th>Useful job time (mins)</th>
<th>Speedup of job processing</th>
<th>Efficiency of job processing (%)</th>
<th>Overall speedup</th>
<th>Overall efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>1720.93</td>
<td>1727.35</td>
<td>54659.89</td>
<td>31.76</td>
<td>88.23%</td>
<td>31.64</td>
<td>87.90%</td>
</tr>
<tr>
<td>71</td>
<td>1000.7</td>
<td>1024.02</td>
<td>53432.42</td>
<td>53.4</td>
<td>75.20%</td>
<td>52.18</td>
<td>73.49%</td>
</tr>
<tr>
<td>75</td>
<td>920.82</td>
<td>935.52</td>
<td>53636.55</td>
<td>58.25</td>
<td>77.67%</td>
<td>57.33</td>
<td>76.44%</td>
</tr>
</tbody>
</table>

A faster database server machine was used for this benchmark that obtained approximately 2.5x faster raw row insert performance compared to the database machine used in the previous experiment. The Blast responder Web services were also installed to the same physical machine as the database software, eliminating network transfers between client and server. The results show that the database insertion phase did not have a large effect on the overall speedup value, although at roughly 9 million rows each, BlastP-pairwise and BlastP-nr responders had much smaller result sets than those generated by the benchmark in Section 8.4.1.2. Therefore, further work with larger data sets would be required to confirm that the database bottleneck issue has been resolved.

During this experiment it was noticed that before the end of the parallel job processing stage, the database was being populated by both BlastP-pairwise and BlastP-nr responder results from completed tasks. When responders are in ‘data insertion mode’, even a single bulk insertion thread put significant load on the database server. An initial concern from the previous experiments (Section 8.4.1.2) had been that database insertion took far too long in relation to the parallelised job processing. However, it appears that for at least some of the time, there is an overlap between parallel job processing and result insertion. Because the ‘serial’ step of inserting the result from each job is being started before all tasks have completed, it appears that the best possible use is being made of all hardware.

Two conclusions can be drawn. When scheduling jobs, the Microbase job scheduler should attempt to prioritise tasks with only a small number of remaining incomplete jobs. Prioritising those jobs would allow tasks to be completed sooner, and therefore database insertion operations to begin sooner. Secondly, splitting large sets of jobs into multiple tasks has proven to make better use of server-based resources, again because data insertion operations are started earlier. The earlier the database insertion process commence, the shorter time is required to complete the entire workload of a responder. Bulk-insertion of large results sets into a centralised database can only feasibly be performed by serialised transactions, so the overall performance of the system can be increased if as many results as possible are inserted while distributed jobs are being processed.
8.5 Conclusions

AGA has demonstrated the ability to construct bioinformatics pipelines using the Microbase system. It also provides a useful tool for biologists in the form of a browser-based visualisation tool. A large data set has been constructed executing multiple unmodified bioinformatics applications operating within a distributed processing framework. The data set can kept up-to-date automatically by periodically scanning for newly-released sequence data. The data set may be browsed via a GUI interface, or queried programatically via a number of Web service interfaces.

Responders are extensions of notification system push subscribers. Processing pipelines composed of responders are inherently extensible. For example, it would be possible to attach new responders to react to the events from the Genome Pool. In this case, the entire history of ‘new genome’ events would be passed to a newly attached responder, enabling it to bring its result data up-to-date. In fact, the pipeline could be extended at any point connected with a notification event.

8.5.1 Responder development experience and data flow

Whilst variation in development occurred throughout the duration of this project, all AGA responders follow the same general pattern as discussed in Chapter 6: the server-based component is responsible for notification message handling, task splitting and management of a structured data store, while the worker nodes are responsible for operations that can be parallelised. With each AGA responder there are minor differences with the way in which a compute job communicates with its management Web service, that have considerable consequences for scalability. This section presents some refinements to the design pattern described in Chapter 6 that take into account our real-world experiences of implementing an analysis pipeline using Microbase.

The Genome Pool responder compute job implementation communicates directly with its parent SQL database. As such, we found that its scalability was impaired as a result of the database becoming a bottleneck. The direct connection to the database also limited the potential of this responder to run in a Cloud environment since the relational database was located behind a firewall.

The BlastN responder implementation offered a slight improvement in design. Instead of communicating directly with the relational database, compute jobs construct an object model representation of analysis result data and transmit this to the Web service interface of the responder. The Web service implementation then immediately inserts the results. The BlastN database schema is relatively simple in comparison to the Genome Pool database. Even so, scalability was poor, with around 10
worker nodes able to saturate the database server. While monitoring a running system, it was discovered that the CPUs of worker nodes remained idle for long periods while they awaited the completion of database transactions.

The **BlastP** -pairwise and **Blast** -nr responders improved on earlier designs with by implementing a slightly different approach. Instead of inserting data immediately upon completion, the Web service component simply serialises the result data object model to a temporary file as shown in Figure 8.4. This operation is fast since no database transactions need to be executed. The worker node can also immediately start processing the next job. On completion of all the jobs in a task, the Web service responder component bulk-inserts the results from all successfully-completed jobs. This approach offers a number of advantages. The parallel execution phase of a responder is vastly more scalable than the Genome Pool and **BlastN** responders. If computational tasks are suitably split into a number of Microbase tasks, then the database insertion stage also runs in parallel to job processing, for at least some of the time. Evidence for parallel job processing and database insertion was presented in the whole-pipeline benchmark results, where database insertions were observed to proceed concurrently with job executions towards the end of the job processing stage.

### 8.5.2 Future work

The Microbase notification system is used for responder co-ordination operations within AGA. In future, it would be possible to make use of event notifications for high-level application purposes. For instance, one possible extension would be to allow users to register an interest in the completion of particular analysis type or data type, and be notified when a significant event occurs. The AGA browser application could be extended to display such event notifications. This kind of functionality could be used by biologists who might be interested in a specific organism or gene name. When an event involving a specified gene occurs, such as a significant **Blast** hit, the user could be informed immediately instead of having to periodically browse or query the result data themselves.
Chapter 9

Discussion and conclusions

9.1 The Microbase System

9.1.1 Architecture choices

Microbase is a robust and scalable system that permits the parallel execution of numerous bioinformatics analysis tools in a flexible way. A variety of distributed systems architectures have been utilised in the Microbase framework. When viewed as a whole, Microbase appears as a collection of interconnected distributed components, providing a broad range of services. Each service provides a particular unit of functionality, whether this is ‘core’ functionality such as task scheduling or file management, or application domain-specific functionality. Within a functional unit, interactions are typically client-server based, since this is a practical approach for a) collecting results in a central, coherent location after distributed processing and; b) servicing data requests and queries from 3rd party clients. Finally, Microbase makes used of a decentralised P2P architecture for large-scale file transfers among participating computers.

The choice of architecture for different areas of Microbase contribute to its overall properties and suitability for meeting the requirements described in Chapter 3. For instance, the use of Service Oriented Architectures (SOAs) facilitate straightforward access to application data via standard Simple Object Access Protocol (SOAP) [59]. Although Web services introduce an element of centralisation, bottlenecks may be overcome with standard techniques such as service mirroring or database clustering [333, 166, 320]. In addition, the server-resident portions of \texttt{responders} are movable by a system administrator.

A collection of distributed components termed \texttt{responders} form the core Microbase system. Most
of the time responders are independent of each-other, with occasional synchronisation operations being performed via the Microbase notification system. Responders may also optionally communicate directly with each other via their Web service query interface. The decision to distribute the Microbase core functionality as well as application workflow steps across a number of Web services was made to facilitate flexible deployment options. For example, a system administrator is able to choose freely which components are installed to which physical server hardware. It is possible to install multiple instances of some responder services, such as the resource storage system, in order to support larger numbers of worker nodes.

Microbase has a partly centralised, partly P2P and part-mobile Grid system. It could be argued that there is no need for a central server of any kind; that all data storage, querying and logging could be stored in an entirely distributed environment. Several such P2P computational Grid systems exist. However, the focus of Microbase is to provide an environment amenable to all aspects of large-scale data analyses, covering not just the computational phase, but also the data querying and integration phases associated with an analysis pipeline. For instance, SQL databases are a proven means of large-scale data storage and retrieval, while Web service technologies a convenient means of providing programmatic and well-defined access to such data stores [244]. These technologies are essentially centralised in nature, but are widely-used, well-understood industry standards that work well over Internet connections [52].

Long-term analysis pipelines require an operating environment that is extendable with the addition of both new data and new software, is tolerant of failures, and is maintainable through patchable software components. The emphasis in the development of Microbase was therefore not only on computational efficiency of the immediate-term, but also on the flexibility of the system as a whole over long periods of time. Also important was the issue of responder development, which must be straightforward in order to encourage uptake and use of the system by the community. Finally, the practical issues associated with the availability of non-dedicated, ‘donated’ hardware resources at university campus, as well as transient hardware rented from a commodity ‘cloud computing’ provider was addressed.

The Microbase system was developed with these concerns in mind. The approach provided by Microbase offers a good compromise between the requirement for well-defined, accessible data sources, and that for dynamic, flexible and scalable data distribution. Centralised server-based components have been used where reliable access to data via complex queries is required. Where significantly large amounts of computational power are available, but with sporadic availability and reliability, mobile agent approaches have been used to mitigate the effects of node failure on the system. Where
file-level access is required by a large group of sporadically-available nodes, a P2P distribution network has been used. This mix of technologies and the varying types of available hardware have been used to its best potential. In addition, in the campus-style environments in which Microbase was designed to run, there will always be a need for a central server in the system since computational results and logs must be stored reliably. In an environment such as Newcastle University most, if not all cluster machines are switched off at various times of the year, and are frequently being powered off at night in an effort to save energy. Therefore, cluster nodes cannot be relied upon to store information permanently.

Types of functionality that are best provided by centralised infrastructure are hosted on dedicated servers. In order to minimise the risk of these services becoming bottlenecks for the rest of the system the server-based components that are subjected to high loads are distributable over multiple server machines. The best example of this approach is the resource system, where it is possible for multiple archiver nodes to pool their network bandwidth and disk capacity.

### 9.1.2 Scalability

In this project it has been demonstrated that by dividing a scientific workflow into multiple modular stages, applications can be flexibly upgraded and application extensibility is easily achieved. This work has also shown that it is possible to extend the pipeline indefinitely with the addition of new ‘responder’ components, which may be located on their own physical hardware. However, with these advantages comes increased latency between the analysis stages. Following the processing of a single data unit, such as an individual genome sequence, through all the required processing stages from start to finish results in a processing time that is far slower than would be achieved by a custom batch script running on a single machine. However, given enough simultaneous work units and a suitably large number of worker nodes, large amounts of hardware can be used in parallel to achieve vast performance increases.

It has also been shown that the number of computers used as worker nodes can be scaled effectively as long as there is adequate server capacity. The ‘rate limiting step’ appears to be the result archival stage, in which many worker nodes require result data to be reliably stored. Here, however, the server-side support can also be extended extensively through the addition of potentially hundreds of ‘archiver nodes’. The addition of archiver nodes requires no reconfiguration other than the deployment of an additional instance of a Web service to a new computer. This form of expansion is also the preferred means of disk-space expansion, since in addition to additional storage capacity, net-
work and CPU resources can also be used. Again, the disadvantage to this approach is the increased latency seen during the peer resolution phase of torrent acquisition.

### 9.1.3 Responder development framework

Microbase is a distributed computing framework that provides a number of services, such as publish-subscribe event notification, P2P file transfers and job scheduling abilities. Together these form a novel platform on which distributed processing pipelines can be built. However, building applications directly using Microbase Web services is complex, since it requires knowledge of several services and how they interoperate. This complexity was the motivation for the responder design pattern and associated abstraction layer described in Chapter 6.

The responder development architecture assists with a number of challenges commonly associated with distributed application development such as difficulties in using Grid technologies, difficulties in deployment and maintenance of application components, and difficulties in structuring applications to make the most of available hardware and to avoid implementations that may result in performance bottlenecks [153, 265, 255].

For the application developer, the responder development framework provides an API that is decoupled from Microbase itself. Microbase services and implementation details are hidden behind a layer of abstraction. For example, the application developer would construct a compute job by starting with a standard Java data bean. Bean properties would then be annotated with metadata that informs Microbase whether a particular property is an input or output from the job. At no point is the developer exposed to BitTorrent or resource system lookup queries.

The responder design pattern also provides clearly defined guidelines about which component should host particular types of functionality: management and query functionality should be placed within the Web service component, while computationally-intensive operations should be placed into the compute job component. The rigid structure of a responder means that applications can be designed for scalability since the developer knows which parts of the system will take advantage of parallelism and P2P data transfers, and which parts of the system will provide management of centralised structured storage.

Third party developers will also be able understand the structure of a responder more easily because it follows a common pattern, thereby facilitating re-usable components. For example, they will be able to easily adapt an existing responder to fit their pipeline by modifying only the Web service component to respond to event topic names that are present within their pipeline.
For system administrators, responders provide modular units of functionality that can be deployed or moved to another application container or server at will. New responders can be added to a Microbase installation by deploying them to an application container - existing responders and Microbase services do not need to be shut down. Because server and client components are contained in separate projects, and the directory structure and project descriptions (Maven project object models) are machine-interpretable, tool support for deployment management can be provided (see Appendix A). The installer application aids system administrators by ensuring that Web service components of responders are deployed to an application container of their choosing. It also parses project dependencies of compute job components, including jar libraries, command line software packages, and data files and ensures that these files are published to the Microbase resource system so that they are available to install on worker nodes.

9.1.4 Comparisons with other frameworks

To my knowledge there are no other systems that are similar to Microbase in terms of complete functionality and overall architecture. However, a number of other systems have been described that have been developed to tackle high-throughput data analysis that share similarities at the component or architectural level.

The Microbase job management component provides functionality that is broadly similar to Condor. Both the Microbase job manager and Condor [194] maintain a queue of job descriptions containing details of the programs and data to be used. However, Condor uses a ‘push’ model, where jobs are actively sent to registered worker nodes. In contrast, the Microbase compute client pulls work from a remote server. The ‘pull’ model reduces the amount of system configuration that is necessary, since the server does not need to know the location of every worker node. On startup, a Microbase compute client will announce the system configuration and hardware specifications of the worker node. The Microbase job server uses these details to find suitable jobs that fit the capabilities of the worker node. Condor has a similar ‘ClassAd’ system.

Although Condor has been used in a number of large deployments with hundreds of worker nodes it is not ideally suited to the kinds of data-intensive work that pipelines such as AGA perform [302]. The reliance on a centralised infrastructure for data distribution is the limiting factor in terms of scalability for applications requiring large data files [303]. For example, attempting to transfer large files to even a modest number of local worker nodes using Condor quickly results in the file server becoming overloaded.
While Condor has been used in Grid applications spanning multiple sites, it is most often used to aggregate resources local to an institution, while a higher-level framework handles cross-site communication and coordination operations [106].

BioAgent [215] applies mobile agents to bioinformatics data processing. Different agents in a BioAgent system perform different types of processing. In some respects the architecture of BioAgent resembles the responder architecture in Microbase. Microbase is different to this because although Microbase compute jobs are fully mobile, they are always tethered to the Web service component of a responder. An entirely agent-oriented approach would not be the most optimum solution for types of computational task Microbase is targeted for. Pipelines developed with Microbase are likely to have large, typically immobile dependencies such as a multi-gigabyte Relational Database Management System (RDBMS) attached to them. Having the Web service responder components local to the database storage which is faster than having to remotely connect via a network, which is the case for a mobile agent. For Microbase, combining a semi-permanent but nonetheless moveable server component with a highly mobile lightweight ‘job’ component better reflects our intended application use cases. Moreover, making this architectural split encourages better use of available hardware resources; worker nodes execute in isolation on discrete units of highly computationally intensive work, while highly capable server machines are used for the structured storage and complex querying of large datasets.

The system presented by Elmroth et al. [85] integrates a workflow editor with Grid services. Their system defines a separation between workflow processing and performing computational tasks. The workflow components present in the system by Elmroth et al. are similar in purpose to the Microbase notification system and responders’ Web service components. The motivations principles behind the Grid toolkit appear to be similar to those of Microbase. Elmroth et al. argue that the definition of a workflow should be decoupled from the way in which it is enacted, and that domain-specific functionality should be added via plugins. However, the emphasis in [85] appears to be centered around the workflow, and in particular how to import workflows from different representation languages in order to determine the order in which to execute Gridtasks. In Microbase, there is no specific workflow as such, but the notification system and responders with appropriate subscription interests provide equivalent functionality.

Microbase currently makes use of a P2P architecture for the sole purpose of transferring bulk data items. A number of other works use P2P for resource discovery and matching of compute providers with compute consumers. Cao et al. [45] have demonstrated such a system that works across administrative domains. A small number of machines on different private addressing schemes were linked
as a P2P Grid, with messages successfully traversing routers.

For data bulk data transfers, Microbase utilises the BitTorrent protocol. Other P2P protocols, such as Gnutella [103] were also investigated. However BitTorrent was found to best suit our needs because peers involved in a transfer started sharing content with each other long before they had a complete copy themselves. Although the Limewire client [198] was observed to be capable of downloading a file from multiple sources simultaneously, this only occurred once each source had a complete copy of the file (data not shown). Nodes with partially-complete copies of the file would not share to other peers. BitTorrent therefore has the clear advantage for distributing large data items to multiple remote worker nodes via a ‘slow’ Internet connection, since as soon as one chunk has been transferred to one of the remote hosts, all hosts at the remote site will effectively have that chunk soon afterwards (see Chapter 8). In some respects, the Gnutella protocol, and in particular the Limewire implementation are more advanced the BitTorrent. For example, Limewire supports advanced decentralised search capabilities that can make use of keywords, file types and other properties such as file size. In Microbase, these operations are performed in a centralised way via a Web service. Distributed resource lookup for Microbase is a feature that is worth investigating as an area for future work.

Machida et al. recently proposed an approach that overlaps the data staging and execution phases of job execution [204]. Machida et al. state that most current Grid systems perform ‘simple staging’, where data is stored centrally and is staged to each machine in turn which often results in high data transfer overheads and data starvation of worker nodes. Their system implements a file replication system that works in a similar fashion to the Microbase resource storage system. A central service handles lightweight requests for files and matches peers with each other, while the bulk data transfers are handled in a decentralised manner. Their approach utilises an application-level multicast protocol that takes advantage of the routing features of modern network hardware. A machine transmitting a file can essentially transfer the data to any number of peers at an O(1) cost for machines connected to the same router. Since no complex P2P connections need to be maintained, this approach is potentially more efficient than BitTorrent transfers if all machines require the same file at exactly the same time. However, traffic between multiple geographic sites is HTTP-based. Therefore, the entire file must be completely transferred to the remote site before it can start to be distributed to remote worker nodes; in effect, the file must be transferred twice. In contrast, BitTorrent provides a much more efficient distribution method in this case since worker nodes at the remote site start to receive the file as soon as the first file chunk arrives, as shown by the AGA use case.
9.1.4.1 Programming models

In terms of design paradigms and programmer toolkits, the Microbase responder development framework compares favourably with similar abstractions for other systems. Having a design pattern or abstraction layer sitting above core services typically reduces application development time by guiding developers in good programming practise and masking underlying complexities of distributed systems [90].

The JaSkel project [90] provides a set of abstract Java classes for writing multi-threaded parallel applications. The classes developed by Ferreira et al. provide a set of templates with a range of hooks into which application developers insert their application-specific code. The templates are not suitable for every situation, but makes application development much easier when the programming problem can be made to fit the design pattern. The Microbase responder architecture is very similar in its approach in that classes for forming basic Web service and compute job components of a responder are provided. The Web service abstract class provides programmer hooks for implementing notification message handling, and provides assistance with message serialisation and publication. Initial registration assistance is also provided that includes automated registration of the responder with the notification system. Another abstract class is provided for the implementation of compute jobs. A hook with a well-defined contract permits the developer to place computationally-intensive operations in the appropriate place. Input and output resource file requirements of the job are facilitated through a set of standard Java bean properties, extended via Microbase annotations.

MapReduce [69] is a programming paradigm developed by Google for the parallelisation and distribution of large computational tasks. The MapReduce design pattern consists of two stages. In the ‘map’ phase, a large input data set is split into multiple chunks. A distributed set of processes then perform computationally intensive operations over each chunk in parallel, resulting in a list of outputs associated with each input. These operations must be independent of one another in order to achieve a high scalability. The output of each . The ‘reduce’ phase, consists of a set of distributed processes that combine the separate outputs from the ‘map’ operation to form a coherent result.

For example, a parallelised search application over a large document might first split the large document into sub-documents. The ‘map’ function for each sub-document would count the number of occurrences of the specified regular expression. For each match it would emit an output value. The ‘reduce’ function would then iterate over each output of the ‘map’ function, forming a running total of matches for a particular sub-document. The advantage of this approach is that the task splitting and reduction operations can be recursive, for example a sub-document could in turn be split into
An application of the MapReduce programming model to bioinformatics is the recently published CloudBLAST system [209]. A large list of sequences in FASTA format is split into multiple chunks. For the distributed ‘map’ stage, the Blast application is executed over each chunk. The result of each execution is then merged back into a single file. The ‘reduce’ phase is not used in CloudBLAST, but Matsunaga et al. suggest that a ‘reduce’ phase could be used to filter or classify the results in some way. Matsunaga et al. also demonstrate a multi-site system where clusters at two universities are connected via a Virtual Private Network (VPN). However, the system still requires a manual staging step in that necessary data and applications must be distributed in a virtual machine image to the remote location.

For bioinformatics applications such as Blast or other applications that follow the model of input file → processing → text output, it is difficult to see the advantage of the MapReduce approach over other methods if the results must always be parsed back to a structured database for stringent consistency and completeness checking via RDBMS constraints. If the result data is to be exposed for browsing purposes, or for programmatic querying via Web services and consistency is to be maintained, then a central database or database cluster is the most convenient means of achieving this. The database insertion stage will be the rate-limiting step since it is necessarily centralised in nature. On the other hand, if no rich database structure is required and a storage solution such as BigTable [51] is sufficient, then the MapReduce technique offers an elegant solution that is inherently scalable.

It would be possible to implement MapReduce-style computation using Microbase. Instead of a single compute job implementation per responder, two such compute job components would be required: one for the ‘map’ stage, the second for the ‘reduce’ stage. The Web service responder component would schedule a pair of these jobs for each block of computational work. Through the notification system, the MapReduce-style responders could be integrated with multiple other MapReduce responders, or indeed responders written using other parallel programming paradigms.

### 9.2 Use cases

A number of projects are using Microbase to provide access to computational resources. These projects are briefly introduced in the following subsections. These use-cases are important for a number of reasons. They demonstrate the utility of Microbase, and provide valuable insight into its
usefulness and limitations, and have therefore provided a measure of whether the original requirements (see Chapter 3) were sufficient. The use-cases have also demonstrated the re-use of responders. For example, the ‘genome pool’ responder developed in collaboration with Nakjang [230] has been subsequently re-used without modification for the metaSHARK parallelisation project. Two of use-cases have also contributed directly and indirectly to AGA. Although not part of the AGA analysis pipeline, metaSHARK results are accessible from the metaSHARK responder query Web service. Support has been added to the AGA genome browser interface to display metaSHARK results alongside annotations derived from the AGA pipeline.

Perhaps most importantly these use cases have demonstrated the accessibility of the responder development framework to bioinformaticians with some experience with programming, but whose primary experience is not that of software development.

9.2.1 AGA

The AGA analysis pipeline described in Chapter 8 has shown that it is possible to split up several large-scale bioinformatics computational tasks for distribution to many worker nodes. The individual results from each job were then successfully recombined into a coherent set of independent databases. Several such workloads were completed, with each task type having its own individual database. The set of result databases were then successfully integrated for use by a Web-based genome browser and comparison visualisation tool.

AGA is not so much a tightly-integrated pipeline as a set of independent modules that happen to react to particular types of event. The only stipulation is that a responder must be able to interpret the notification messages that it receives. The development of AGA demonstrated the modularity and flexibility of responders. A prime example is the replacement of the genome pool responder.

AGA is a proof-of-concept analysis pipeline. AGA has shown that Microbase can execute an event-driven set of processes. As new data arrives, it is forwarded to interested responders, which update appropriate data sets incrementally. AGA has also been used to demonstrate that new responders can be added to an existing pipeline without affecting existing data sets.

AGA viewer

The AGA viewer is not part of the processing pipeline. It is a separate project that has demonstrated the ability to re-integrate the data generated by several distinct responders. Because the AGA viewer
application queries the Web service components of responders directly, the data available to the viewer is updated the moment new jobs completed. Whilst the AGA viewer is currently a proof-of-concept Web application it can still provide a valuable visual genomic comparison resource for biologists.

### 9.2.2 Mucosa project

“Comparative and evolutionary genomics of the surface proteome of mucosal microorganisms” [230] is an ongoing PhD project aiming to identify surface proteins associated with microbes thriving in a mucosal habitat. The project requires an extra-cellular protein identification pipeline that involves multiple protein analysis tools, as well as comparative genomics using sequence similarity data. The project has developed a distributed processing pipeline including novel databases and statistical analysis steps, as well as re-using many existing bioinformatics software applications. The bioinformatics tools required by the ‘mucosa’ project include: SignalP [26], TMHMM [173], InterProScan [337], LipoP [163], and Blast [6]. These tools have all been successfully run within the Microbase system.

The genome pool database used in the Mucosa project was co-developed by myself and Nakjang [230] and was later incorporated into the AGA pipeline.

Whilst the system is still in development preliminary results indicate promising values for system throughput:

- Approximately 1300 genome files were parsed and added to the genome pool. This was performed on a single desktop worker node in approximately six hours.

- 2.5 million proteins were analysed on cluster of between 40 and 50 machines over a 4 week period. Each Microbase job contained 100 proteins and took between 45 and 60 minutes to execute on a dual-core desktop machine.

The InterPro Scan work was a useful example of a relatively long-lived analysis task. The machines were available to Microbase almost un-interrupted during this time since most undergraduate students were away. During this time, several Microbase server restarts were required due to various problems associated with software that was still under active development at the time. The worker nodes were also forcibly rebooted once a week for routine system updates, causing jobs to fail and require subsequent re-runs.
The analysis pipeline developed by the Mucosa project is large and complex (Figure 9.1). At the current time, it has executed almost 200,000 jobs, using mainly the Linux desktop cluster machines available at Newcastle University. The pipeline developed for the Mucosa project was an incremental design, with responders being added to the system as research needs dictated. The design allowed for new tools to be added incrementally to the existing system. The Microbase notification system automatically informed the new responders of the existing message history so that the new responders could update themselves to the current system state. Microbase job descriptions were only generated for newly-added tools during this time. When new genome files are added to the system, jobs for all responders are generated as expected.

9.2.3 Parallel metaSHARK

The second project, undertaken by Illiasova [155] demonstrates the ability to parallelise the execution of metaSHARK. metaSHARK is a software package that identifies genes using solely unannotated DNA sequences as input data. However, it is extremely computationally intensive; a typical bacterial sequence can take in excess of 48 hours on a typical desktop machine.

In effect, metaSHARK is itself an entire pipeline of tools including PSI-BLAST [7], HMMER [80], MUSCLE [81] and GeneWise [34]. A parallelised version of metaSHARK using Condor already exists. It has required substantial modification to the original metaSHARK implementation. Each stage of the metaSHARK pipeline has been parallelised. Modification to the metaSHARK program itself has meant that any future version of metaSHARK must also be similarly modified in order to execute in a parallelised fashion. The aim of parallel Sharkhunt is to parallelise an unmodified metaSHARK distribution by dividing the input into manageable blocks, rather than dividing each execution stage. For example, for each DNA sequence to be analysed, several Microbase jobs are produced, each assigned a different set of PRIAM profiles [56].

The parallel Sharkhunt project is still under active development and is yet to be published. However, initial results have shown an almost linear speedup as the number of CPUs was increased. Currently, the project has been tested with 12 dual-core nodes. The high level of efficiency is probably due to the extremely CPU intensive nature of the work; analysis of a single genome sequence takes in the region of 24-48 hours to complete on a single machine.
Figure 9.1: The Mucosa pipeline: diagram by Nakjang [229]. New genome files are detected and collected by the AGA ‘file scanner’ responder. Following an event notification, the ‘genome pool’ responder schedules a job for each newly-acquired genome file that simultaneously parses the file into a structured database, and generates FASTA sequence files that are archived in the Microbase resource system. On successful completion of these jobs, the ‘genome pool’ responder fires a ‘new genome available’ message. The Microbase notification system propagates this message to the five other responders shown to be interested in receiving ‘new genome’ events. The ‘Blast’, ‘TmHmm’, ‘SignalP’, ‘LipoP’ and ‘InterPro Scan’ responders then schedule their own jobs independently. After these jobs complete, another set of responders perform a filtering over the generated data sets, which flag the data items that are relevant to the Mucosa project using various heuristics. The filtering stage employs responders with server-based components only. The filtering stage is database-intensive so Nakjang decided the best solution was to perform the processing locally with respect to the data. Finally, a manual snapshot of each database is made, which pools all relevant results into an integrated database used for predicting extracellular proteins.
9.2.4 AptaMEMS-ID

Microbase provides a framework ideally suited for executing exhaustive analyses using a variety of tools. It has the ability to keep datasets updated, and the flexibility to add new tools without impacting the wider system.

The AptaMEMS-ID project [211] aims to identify unique surface proteins of infectious organisms, and therefore requires exhaustive analysis of bacterial protein sequences by using a number of software tools. The aim is then to apply pattern matching and machine learning techniques over the generated data set. Several relevant software components developed by the AGA and Mucosa projects are being successfully re-used with minor modifications to build the initial data set. Development is on-going and additional tools such as OrthoMCL [188] will be added to the pipeline in the near future. The AptaMEMS project will ultimately require the analysis of all available bacterial sequences.

9.2.5 iGem 2009

iGEM is an annual synthetic biology competition where students compete to build novel organisms from standardised building blocks. The Newcastle University team aims to simulate a population of cells living within an environment [325]. Each cell may perform various operations, such as consuming food resources, or spawning a daughter cell to an adjacent location within the environment. The purpose of the simulations are to determine how their modifications to an organism’s DNA affects the growth rates of the population as a whole 1.

The simulation project is slightly different to the other use-cases discussed so far. Instead of a traditional processing pipeline, where data flows from top to bottom, the cell simulation is effectively self-sustaining until terminated by the operator. The simulation of a cell is CPU intensive, so each cell executes within a Microbase job. When a cell ‘spawns’ another cell, a new Microbase job description is created for the new cell. The daughter cell process will then be initialised on its own worker node. A job only ends when a cell eventually dies, so the simulation as a whole tends to become more CPU intensive the longer it remains running. The iGEM team plan to utilise the Amazon EC2 service [1]. It took the software developers on the team about a week to learn Microbase, deploy their own Microbase installation and implement a responder for executing their simulation application [297].

9.3 Evaluation

One of the benefits of Microbase for large organisations such as universities is to utilise their existing desktop machines for computationally-intensive tasks. The effects on the primary users of the desktop computers can be minimised by running Microbase an top of a system such as Condor, which can be configured to shut down jobs when a local user is detected. Microbase then re-queues the abandoned job and migrates it to another node, installing necessary software if necessary. Of course, powerful dedicated cluster nodes can also be used for processing jobs. It was concluded in Chapter 8 that Microbase jobs could be migrated around the world if necessary.

In order to maximise the potential throughput, the application developer must use the Microbase functionality appropriately. The developer is responsible for ensuring that tasks are divided into appropriately-sized units. If too many jobs complete too quickly, the resource storage system becomes strained and worker nodes either spend their available time performing BitTorrent peer discovery operations required for file transfers, or sit idle due to a fail-safe throttling mechanism designed to temporarily suspend new jobs from starting until the resource system load reduces to normal levels.

Microbase itself is cross-platform and is able to run on any platform with an appropriate JVM. However, the lack of availability of binary executables for some platforms, particularly for bioinformatics applications reduces the number of worker nodes that can be harnessed. For instance, although there are many thousands of CPUs available within the Newcastle Condor pool, in practice bioinformatics analysis work is performed on the Linux clusters — roughly 10% of the available CPUs.

9.3.1 System efficiency and job design considerations

The suitability of Microbase for a particular workload must be evaluated prior to writing a responder. When designing and implementing a responder, it is important to understand the advantages and limitations of the system. To a large extent, the suitability of Microbase for a particular class of work depends on the ability of jobs to work in isolation from one another and to transfer data in large blocks, rather than in smaller fragments. Microbase performs much more efficiently when the data workloads are amenable to BitTorrent transfer.

Efficiency analysis of the AGA pipeline has shown that the less CPU-intensive and the more data intensive a workload is, the less efficiently the work will be completed. This is to be expected, given the nature of the Microbase resource system that relies on the BitTorrent protocol. The minimum amount of computation per job for a Microbase implementation of an application to be worthwhile was calculated at around minutes (see Chapter 7).
The scaleability of the resource system may be undermined by compute job implementations that require continual access to other shared resources (such as relational databases) throughout the course of their execution. When running computational tasks on a single computer, the emphasis is on the developer to write an implementation that is efficient as possible. This task includes ensuring that no superfluous computation or data copying is performed. In the case of an application running on a single machine or on a small set of nodes, the most efficient means of obtaining a data set may be to perform a highly specific query to a database that returns exactly the data required for a specific unit of computation. Given appropriate indexing, such a query should be reasonably fast even for large datasets, and has the benefit that only the exact amount of data that is required for the computation is transferred, keeping network traffic and server load to a minimum. However, in a Grid environment, the ability of a system to scale to many hundreds or thousands of nodes outweighs the efficiency concerns of an individual node. The database would be swamped with requests if many hundreds of nodes attempted to connect simultaneously.

Therefore, in the Microbase resource system the level of granularity at which data can be requested at is not that of an SQL table row, but that of a block of data represented by a torrent. The actual size of a torrent depends entirely on the publisher and may range from several kilobytes to several gigabytes. For jobs that need to work on a portion of this block, rather than the entire file, this means that significantly more data may be transferred than is actually used by the worker node. While this seems a waste of bandwidth from the perspective of the worker node, it does have a number of advantages for the system as a whole. The major benefit is the ability to use BitTorrent as the basis for large-scale data transfers; the compromise is the tradeoff of ability to support large numbers of nodes against the possibility that some workloads may not use all of the data they transfer. On the other hand, if multiple worker nodes are working on different parts of the same data file, the extra work involved in transferring the whole file is not necessarily wasted, effort since other worker nodes can benefit from increased resource availability and network bandwidth.

9.3.2 Service and data security in a Microbase system

At present, Microbase is suited to a semi-secure environment. At Newcastle University, desktop computers are trustworthy since administrator access is restricted to support staff, and there are adequate file permissions to prevent tampering with Microbase-installed software and data files. Likewise, Amazon provides suitably private virtual machines instances [1]. Presently, the Microbase Web services provide the greatest potential security threat. There is some protection against bugs or malicious attempts to call Web servicemethods. For example, one worker node may not interfere with or post
results for a job assigned to another worker node. However, no communications are currently en-
crypted and there is no strong authentication. Although security is less of a concern when operating
Microbase across a set of privately-addressed machines, it is potentially one of the biggest barriers to
the use of Microbase when using global compute resources. Nevertheless, this Web service security
should not be a long-term problem, since there are several well-known and readily-useable methods
that could be adopted, including WS-Security [228] and signed certificates, coupled with hosting
Web services on Secure Sockets Layer (SSL)-enabled application containers.

9.3.3 Achievements

Although the potential of AGA has not yet been reached, it has provided valuable knowledge and
insights into developing high throughput applications that can be executed across multiple geograph-
ical sites. The insights gained while experimenting with the AGA pipeline have allowed other de-
velopers to construct their own analysis pipelines using efficient, distributed components. The use-
cases described in the previous section have shown that highly data-intensive and long-term analysis
pipelines can be successfully enacted by Microbase. The system has been successful in overcom-
ing both worker node and server failures. While the system does periodically fail and requires user
intervention to restart Web services, it fails ‘safe’.

The developers of the pipelines described in the previous section have some experience in comput-
ing science and Java programming, but all have very varied backgrounds including bioinformatics,
medical science and mathematics. I believe that the responder architecture of Microbase enables
developers to parallelise these kinds of applications in a relatively straightforward manner, without
having to consider the usual difficulties associated with parallel systems, such as locking shared
resources to prevent simultaneous updates. In part, this can be attributed to the way Microbase op-
erates, the restrictions it places on the way responders operate, as well as the overall ‘best working
practices’ of responder design:

- The resource storage system supports only immutable data items. This allows for highly-
  scalable file distribution via BitTorrent. However, a side effect is that no conflicting updates to
  files can be made by compute jobs. Any changes to data require a new ID to be assigned.

- The notification ensures that messages are delivered to responders reliably, and in the correct
  order. The responder architecture then enforces serial the processing of notification messages.

- Developers are encouraged to ensure that each responder they write maintains its own inde-
  pendent result database. Each responder is should also perform all database write operations
within the server-based component of the responder. The server component is forced to processes notification messages serially, reducing the risk of competing or conflicting updates to data sets.

For many research applications, distributed sets of processes can executed largely independent of each other. We have found that most bioinformatics applications can be parallelised effectively within the above restrictions. Meanwhile, the way in which responders operate permit convenient and straightforward implementation options for the application developer.

Another major achievement has been the ability to use existing, well-understood protocols such as SOAP and BitTorrent to permit cross-site operations with relative ease. Both technologies have proven themselves to be amenable to Internet use. Web services are not typically blocked by corporate firewalls, enabling convenient cross-site communication. Although BitTorrent appears to be a somewhat less “socially acceptable” form of content distribution — there have been numerous queries from the network security staff at Newcastle requesting details of what data had been transferred to remote nodes — the sheer efficiency and scalability advantages of BitTorrent, as well as its decentralised nature are indispensable to the scalability of the Microbase resource storage system.

The resource system has the potential (see Chapter 8) to save an organisation large amounts of their own institution’s bandwidth, and also reduce costs when using rented commodity hardware, such as Amazon’s EC2 system. Although it would be possible to manually stage large files at remote locations, the resource system described in Chapter 5 ensures that worker nodes themselves provide the necessary file mirroring capacity dynamically.

Finally, the Microbase system and the AGA analysis pipeline has been made available as SourceForge project\(^2\), where it will continue to be developed.

### 9.4 Future work

There are a number of specific changes and investigations that could be made to enhance Microbase. One future development would be the inclusion of a number of other data transfer protocols to the resource system, in addition to BitTorrent. These protocols would be selectable at runtime by the requesting worker node. For example, BitTorrent could be selected as the transfer mechanism where large (e.g., > 15Mb) files are to be transferred. A simpler, lower-latency protocol such as point-to-point HTTP or FTP [92, 245] among would be preferred where ‘small’ files must be transferred.

\(^2\)http://sourceforge.net/projects/microbase/ [accessed 2009/09/28]
since in these cases, a large proportion of the time taken to copy such a file is due to BitTorrent peer
discovery, rather than actual data transfer [317].

It would also be beneficial to investigate the use of P2P technology for more than file transfers. Currently, the server-based components of responders may become overloaded if too many requests are made. For example, a Microbase job server instance may become slow if too many worker nodes connect to it simultaneously. In order to alleviate a highly-loaded server a system administrator would need to deploy more instances of the service to another physical host. One potential area for future work would be to permit starting temporary responder service instances as jobs that run on worker nodes. The idea being that these temporary instances would deal with the surge of requests, and eventually trickle data back to the central job server instance. A number of reliability and security aspects would need to be investigated to achieve this aim. Another possibility would be to use a Distributed Hash Table (DHT) in order to find other worker nodes processing similar types of job. Finding other nodes running the same applications may be useful if P2P IPC is required among distributed processes.

The Microbase administration user interface could be improved significantly. Currently, a Web-based interface provides live monitoring of several aspects of the system such as: job queues, the ability to browse notification messages and resource system file metadata. A Taverna-like workflow viewer and editor would make complex pipelines easier to visualise for application developers [152]. The integration of Microbase with Taverna workflows would be of benefit to the bioinformatics community.

A large number of existing workflows are available for download [122]. Re-using existing Taverna workflows by incorporating them into a Microbase responder may speed up development time, and allow multiple instances of such workflows to be executed in parallel. A Taverna workflow enactor could be packaged within a Microbase job, allowing application developers to incorporate existing workflows within a Microbase pipeline. The workflow editor could also be used to design jobs for Microbase if the complexity rises to the point where a plain Java implementation becomes difficult to maintain or too verbose. The use of a graphical editor may also reduce the barrier to developing Grid applications, particularly if developers are not fluent in Java.

AGA could be extended to make use of the amassed analysis data to further research in comparative genomics. Several evolutionary pressures act on bacterial genomes, resulting in continual flux from biological processes such as deletion and lateral gene transfer events [220, 226, 200]. Artefacts of these biological processes can be observed as features such as insertion, deletion, translocation, and inversion events. Currently, these rearrangements can be viewed graphically with tools such as the Artemis Comparison Tool [48] and GenomeComp [332]. These rearrangement features can reveal
important aspects of the functionality and phenotypes of bacterial organisms. However, comparing large numbers of sequences manually is time consuming, and requires an experienced biologist to analyse each pair of sequences. With the increased rates of genome sequencing now being seen, it is becoming increasingly infeasible for biologists to manually analyse these sequences. Therefore, it is becoming increasingly necessary for computational methods to aid biologists in the systematic derivation of knowledge from this data. AGA would provide the base from which such comparison software could be built by providing up-to-date homology data. Additional responders would be needed for further sequence analysis, such as IslandPath [150]. A combined logical and probabilistic approach has already been developed, and it would be interesting to combine this with in a high-throughput fashion with Microbase [95].

Further development of the AGA browser Web application is an area of particular interest. One possible area of future work would be the integration of the notification system with the AGA viewer application. Biologists might be able to set up triggers that run small, pre-defined queries in response to a notification event. These ‘responder-lets’ might be configured to send an email or otherwise notify the biologist when a new set of data arrives that is of interest to them. For example, when analysis results regarding new organism closely related to one they are studying become available, or when a new Blast report contains hits to a gene or set of genes they are investigating.

The nature of academic software means that many analyses have not been tested under a wide range of configurations. For example, applications may make assumptions about the availability of administrator access is available; others might be are heavily-reliant on third-party libraries which require administrator access to install. One area of exploration for future research would be the use of VM technology to increase configuration flexibility and expand the number of worker nodes available to Microbase. Several Grid projects have already exploited the advantages that virtualisation provides [94, 118, 221]. Microbase already uses VM images with the Amazon EC2 system. At Newcastle University, the use of virtualisation technology for Microbase is feasible. Virtualisation technology is already in use to provide students using Linux clusters access to a standard campus Windows installation without the need to reboot their machine. While the use and installation of a Microbase VM on every campus desktop would still require a potentially lengthy administrative process, there is at least a precedent for the technology’s use. Although virtualisation is a source of further system overhead, including both an additional hypervisor layer, and the extended start-up times associated with launching a virtual machine, it offers significant advantages over using a ‘raw’ physical machine and there is evidence to suggest that the additional overheads are not massive [221]. A VM could be customised to better suit Microbase and its users. Whereas system administrators are reluc-
tant to provide privileged access to physical hardware, it is probable that administrator access would be provided to certain users who oversee a Microbase installation composed of VMs. The installation of a Linux VM on campus Windows machines would allow these currently unused machines to participate in large-scale bioinformatics analyses. Also, more people may be willing to donate their machines to the processing pool if all Microbase processes were contained within a VM; there is a hugely reduced risk of Microbase processes adversely affecting the host machine, since VMs typically work within enforced limits of RAM and disk space.

As Cloud computing technology continues to mature, the potential computing power available to researchers has increased to a point unimaginable a few years ago. At the same time, available data in bioinformatics is increasing at an equivalent or even greater rate. There is a need for parallel and distributed computing frameworks which have a straightforward programming model that hide the underlying complexities. However, abstraction usually comes with an increased risk of trade-off against flexibility, speed, or efficiency. In order for Grid abstractions to deliver on performance as well as simplicity, the middle-wares they are built upon must make the most efficient use of the available hardware. The work presented in this thesis has addressed several of these challenges by providing a design pattern that fits the usage patterns of a large number of bioinformatics analysis tools, backed by an appropriate framework that has been shown to fit current Grid and Cloud distributed computing models.
Appendix A

How to write a responder

A.1 Introduction

Microbase implements a generic Grid infrastructure, providing your applications with a distributed processing environment to operate in. A common use-case for Microbase is to wrap existing non-distributed, command line applications in a such a way that many instances can be run in parallel within a distributed environment.

At the end of this tutorial, you should be able to:

- package and deploy applications to a distributed environment
- use event notifications to schedule computationally-intensive tasks
- monitor jobs running in real time

To run programs within the Microbase environment, a responder must be implemented. Responders are modular components that can be registered with a Microbase installation to allow domain-specific functionality to be integrated. Responders act as the interface between the Grid-based Microbase core components, and stand-alone domain-specific applications. Compute-intensive applications wrapped by a responder might either be pure Java, or may be an existing command line utility written in any language. A common use-case for Microbase is to wrap existing command line applications in order to run them in parallel over a set of distributed worker nodes. This guide explains how to implement a responder as a thin wrapper around an existing command line application, and how to overcome operating system and CPU-architecture differences when deploying native applications to a group of heterogeneous worker nodes.
This guide explains how to package a widely-used bioinformatics application, BLAST.

A.2 Microbase

To successfully build, deploy, and run a distributed application using Microbase requires three separate environments: a development environment; a server environment and a work environment. The development environment contains the necessary tools and source files to compile your application(s). It is also the base from which these applications will be deployed to the server environment.

The server environment hosts much of the core Microbase infrastructure, and the server-based parts of user-developed responders. This includes a set of Web services (hosted in a container such as Tomcat), and their supporting databases (such as PostgreSQL). This environment provides permanent storage of Microbase housekeeping data, log files as well as user-data generated from responders. As such, the server environment should be located on ‘reliable’, dedicated machines. The server environment should perform ‘lightweight’ operations, such as responding to new data events, and scheduling appropriate CPU-intensive jobs to run in the work environment. In other words, entities hosted in the server environment should not perform computationally intensive work that could otherwise be farmed out to the work environment. The server environment may consist of one or more physical or logical servers. Different core Microbase components or responder implementations may be deployed at will to any number of available servers, depending on load-balancing or other concerns such as disk storage availability. Web services may also be located on different servers than their supporting databases.

The work environment is responsible for performing computationally-intensive work. The work environment consists of one or more worker nodes whose hardware may range from a standard office PC, up to high-specification dedicated compute cluster node. The only requirement is an installation of Java, and some means of starting the Microbase compute client, for instance via ssh, Condor, Sun Grid Engine, or equivalent.

A.2.1 Requirements

A development environment containing:

- Java 6 JDK
- Subversion: used for managing the Microbase source tree
• Microbase source code: your responder will be built against the provided public APIs

• Maven 2.0.x: used for building projects. Also used to generate the skeleton structure of new responder projects.

• Google Web Toolkit: used for building the Microbase web-based GUI

• Development environment: An IDE such as Netbeans 6.x is recommended (Netbeans supports Maven projects with the appropriate plugin)

Deployment server providing:

• Java 6 JRE

• Tomcat 6.x: used as a application container for Microbase core services, and server-side components of responders. Tomcat may be obtained from: http://tomcat.apache.org/.

• PostgreSQL: structured storage system used by Microbase components. Versions 8.2 and 8.3 have been tested.

• SSH server: used to copy compiled web applications from the development environment to the deployment server.

Work environment with:

• Java 6 JRE

• Some means of starting the compute client (manually, via SSH, via Condor, etc ...)

A.3 Quick-start virtual machine image

In a ‘real world’ deployment, each of the environments described in the previous section would be located on physically distinct hardware. However, setting up a large-scale system suitable for distributed computation involves a large amount of system administration (installing servers, configuring database server connectivity, etc). This is a daunting task, especially for new users to learning how to write applications for the Microbase framework. Therefore, for the purposes of learning and small-scale development and testing of responders, we have constructed a virtual machine quick-start image containing everything required to write and deploy a simple responder application. You
can immediately get to work on your responder without the hassle of installing Microbase, Post-
gerSQL, Tomcat, etc from scratch. The VMware image provided will obviously not be able to
provide production-scale performance. You can use the virtual machine as a convenient environment
as both your development and deployment system. However, for more serious development it would
make more sense to use the VMWare appliance as a staging deployment server, while performing
actual development on a faster physical machine.

In terms of hardware requirements for the virtual machine, RAM is the most limiting factor. To run
the VMWare machine, we recommend a host machine with a minimum of 1GB. The virtual machine
image is configured to provide 600MB RAM to the guest operating system. If your host machine
has more than 1GB RAM, we recommend ‘upgrading’ the virtual machine to use a higher amount of
RAM for increased performance.

The virtual machine image may be downloaded from this location:
http://madras.ncl.ac.uk/microbase-vmware/

It should be possible to run the image on a Windows or Linux PC by downloading the free player
available here: http://www.vmware.com/products/player/

PCs running Mac OSX need to use: http://www.vmware.com/products/fusion/

Virtual machine notes:

• Once opened in VMWare, you can use the username ‘microbase’ and password ‘microbase’ to
  log into the virtual machine. If you need administrator access (for restarting services, etc), you
can use the command sudo -s to obtain a root shell.

• If the screen resolution appears low, it can be increased by resizing the VMware window after
  proceeding past the initial login screen.

• Increasing the memory available to the virtual machine can dramatically increase performance.

• If you encounter any problems implementing the responder developed during this tutorial, the
  virtual machine image contains a complete ready-to-compile responder project that can be used
  for reference purposes. It is available in the directory $HOME/microbase-trunk/microbase-
tutorial.

• The virtual machine supports ‘snapshots’. This feature can be used to save progress through
  the tutorial, or to roll back changes. As a last resort, it is possible to roll back to the snapshot
  named ‘original’ which restores the VM to its original state.
A.4 Responder architecture

A responder wraps an entire unit of domain-specific functionality. This typically comprises:

1. a server-side component for responding to external event notification messages from the Microbase system
2. compute component(s) that perform the CPU-intensive operations. Multiple instances of these components will be run in a distributed fashion.

Responders can either be written purely in Java, or can wrap an existing application written in any language. The guide focuses on wrapping an existing command line application within a responder, in order to run it within a distributed environment. This is the most challenging case, since it requires the platform-native command line application to be packaged in an appropriate way for automated deployment.

Figure A.1: Responder architecture

The event handler part of a responder is responsible for receiving and acting upon events from external sources. In the ‘real world’, these events will deliver structured, machine-parsable message from other responders or other sources (such as a process that periodically scans FTP sites for new data). For the purposes of this guide, the events will be simple plain-text messages. Event handlers must interpret incoming event messages to determine the amount of computationally-intensive work that needs to be performed. The event handler should not perform this work itself; it should merely
inform Microbase that there is new work to be performed. Microbase will handle the actual queuing, scheduling, worker node configuration, job enactment, and job failure retries. Finally, Microbase will inform the responder’s event handler when the computational work is complete, via another notification. Event can be used to chain responders together into an automated processing pipeline, with the output of one responder triggering the input of the next, and so on.

The ‘compute job’ part of a responder is responsible for performing necessary ‘heavy lifting’ computational work. This may include custom Java code, or command line applications. Jobs need to be distributable and migratable to worker nodes available to the system.

The distinction between these two types of component arises from the need to deploy event handlers to a server environment, and compute jobs to worker nodes. The distinction is also useful for responder development purposes, cleanly separating what work to run (event handler) from how to run that work (compute job).

A.5 Writing a responder

This guide explains how to construct a simple responder that will perform all against all pairwise alignments of several bacterial genome sequences. This is an $O(n^2)$ problem on the number of genomes to be compared, so is ideally suited to being processed in a distributed environment. The remainder of this guide assumes that you are at least familiar with the basic Microbase architecture. It also assumes that you are using the virtual machine quick-start appliance, or already have a working Microbase installation deployed.

One of the most challenging aspects of constructing a Microbase responder is creating the initial project structure that will house your application. To be able to interact with Microbase, your application will depend on several libraries provided by the Microbase system. Additionally, some components of a responder will reside within a server environment (i.e., Tomcat), while others need to migrate between, and execute on worker nodes available to the system. This requires that the different types of component are handled appropriately, and registered correctly with Microbase.

Microbase provides tool support for automating many of these deployment and registration tasks. However, to do so it must be able to introspect your project’s structure to determine the function, and therefore the appropriate destination for each component. This means that your responder project should follow a structured, modular pattern. The advantages of following this approach are:

- it is immediately obvious to the developer which parts of the project execute on a server, and
which parts execute on worker node.

- all responder projects will follow the same basic layout, enabling faster responder development once the design pattern is mastered. A familiar project layout also aids understanding of responders developed by other people.

In order to simplify matters for both the developer, and the automated install process, we have developed a set of Maven archetypes\(^1\) that help to create the initial project structure template. These archetypes handle the construction of necessary project directory structures, sample Web service-configuration files and template Java code. The Microbase libraries required by responders are also added as project dependencies. In short, the Maven archetypes will perform all the necessary administrative work required to allow you to start writing Java immediately. Project(s) created by the archetypes can be opened immediately in Netbeans.

### A.5.1 Root project directory

It is recommended to organise all of a responder’s components under a root project directory named after the responder. This is useful if your application requires the development of several responders. Each responder then has its own components neatly contained in its own directory. This approach is useful if responder code needs to be shared between multiple applications; a copy can be made of the root directory, which includes all responder-specific web-services, database support and user interface code.

To start, a root project directory needs to be created. This project does not actually contain any code, but it will act as a home for your responder’s components (for ‘real’ responders, you should probably change `uk.ac.ncl.mygroup` and `my-new-responder` to something meaningful):

If you are using the virtual machine, double click the terminal icon labelled `home` on the desktop to obtain a terminal window. The following command should create a new responder project root directory within your user’s home directory. Since this is quite a long command line, it is probably easiest to copy and paste into the terminal window.

```
mvn archetype:create \
-DarchetypeGroupId=uk.org.microbase \
-DarchetypeArtifactId=responder-base \
-DarchetypeVersion=1.0 \
-DgroupId=uk.ac.ncl.mygroup \
-DartifactId=my-new-responder \
-Dversion=1.0
```

\(^1\)See [http://maven.apache.org/guides/introduction/introduction-to-archetypes.html](http://maven.apache.org/guides/introduction/introduction-to-archetypes.html) for an introduction to Maven archetypes, although a full understanding is not required.
After a few moments, you should see BUILD SUCCESSFUL, and a new directory will have been created, containing a single pom.xml:

```
my-new-responder/
`-- pom.xml
```

The my-new-responder will now be the root directory for this responder project. This directory is just a standard maven project directory. This tutorial covers Microbase-specific modules only, but any Maven project may be added as a child project.

### A.5.2 Compute job sub-project

A compute job implementation executes within the work environment (A.2). This section describes how to package a command line application for deployment to a Microbase system, and how to write the necessary Java class wrapper.

#### A.5.2.1 BLAST

First, let's take a look at the application to be wrapped and its requirements. The program can be downloaded from here: [http://www.ncbi.nlm.nih.gov/BLAST/download.shtml](http://www.ncbi.nlm.nih.gov/BLAST/download.shtml), or is available in the VMware session under $HOME/blast.

BLAST is capable of aligning either DNA or protein sequences. Several bacterial sequences have been placed into $HOME/genomes. To see it in action:

```
cd ~/blast/blast-2.2.18/bin
./bl2seq -p blastn -e 0.00058 -i ~/genomes/NC_000964.fna \
   -j ~/genomes/NC_002570.fna -o blast_output.txt
```

This particular example should complete within a few seconds. It should create a file blast_output.txt of around 3MB. The output file contains the alignment. The actual content is not important, but you might wish to compare it to the output generated by Microbase, when the job implementation is executed, later on. However, what is of interest is the way the program was run and the meaning of the various parts of the command string:

- Executable program name: **bl2seq**
- Input parameters (passed by value): **-p blastn** and **-e 0.00058**
- Input parameters representing files (passed by ‘reference’): **-i genomes/NC_000964.fna** and **-j genomes/NC_002570.fna**
• Input parameters representing output files (passed by ‘reference’): -o blast_output.txt

The program name corresponds to the file name and location of the executable on the computer’s disk. Input parameters are values that are passed to the program in-line. The content embedded within the command line string are data items that will either be used as-is by the application, or parsed into an appropriate data type, such as a floating point number or a file name. Input parameters are necessarily small data items in order to fit within an operating system’s command line buffer space. While small quantities of data can be passed ‘in-line’ (such as the -e value above), when large quantities of data need to be accessed by a program, the data must be placed into a file. An input parameter is used with an appropriate ‘pointer’ value to the file containing the required data content. Similarly, input parameters can be used to specify where a program places its output files.

The distinction between the different parts of a command line is important when executing an application within a Microbase environment. In a distributed environment executable files, data files, and command line strings need to be transported to remote worker nodes. Microbase implements a bulk data transport mechanism that is efficient at transferring large blocks of data, such as entire files. However, this transport mechanism is much less efficient at transferring tiny data items such as the -e cutoff value. Small data items are transferred via a more appropriate method. The responder developer needs to inform Microbase which transport mechanism should be used for each command line parameter.

The heterogeneity of the worker nodes requires that the responder job implementation and the Microbase framework work together to ensure that executable files are installed on worker nodes with a matching platform since programs compiled for Windows will not execute on Linux, and vice-versa. Essentially, Microbase will ensure that the correct version of platform-native software is installed on worker nodes, assuming that the responder:

• provides platform-native executable files in a package suitable for distribution via the Microbase resource system,

• and these packages are tagged with appropriate meta-data that indicates the operating system and processor architecture they are intended to execute on.

Satisfying the responders’ obligations, therefore requires:

1. Writing a Java wrapper. This specifies the I/O requirements of a computational job, and the transport mechanism to be used for data items.
2. Writing a mapping file used by Microbase to determine executable command paths in a multi-platform environment

3. ‘Zipping’ the native application directories, together with appropriate mapping file. One package is required for each platform to be supported.

4. Tagging the resulting zip file(s) appropriately, so that worker nodes may query for it at run-time

This implementation process will now be explained.

A.5.2.2 Java component

Begin by creating a job sub-project for the responder. To create a new compute job project, execute the following from within the responder root directory:

```shell
mvn archetype:create \
-DarchetypeGroupId=uk.org.microbase \
-DarchetypeArtifactId=job-quickstart \ 
-DarchetypeVersion=1.0 \
-DgroupId=uk.ac.ncl.mygroup \ 
-DartifactId=my-compute-job \ 
-Dversion=1.0
```

As a result, your responder project should now look like this:

```
my-new-responder/
|-- my-compute-job
  |-- pom.xml
  `-- src
     |-- main
     |    |-- java
     |    `-- uk
     |         |-- ac
     |         `-- ncl
     |             |-- mygroup
     |             |    `-- HelloJob.java
     |         `-- mb-resources
     |             |-- test.foo
     |               `-- resources
     `-- pom.xml
```
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A.5.2.3 Implementing the Java component of a job

At this point, it should be possible to load the project created in the last step into the NetBeans IDE. Launch the IDE (the NetBeans icon on the desktop), and open the “my-new-responder” project (remember to enable the “Open Required Projects” option in the open dialogue box.

You should now see two projects listed in the “projects” pane on the left hand side. Expand the project named “uk.ac.ncl.mygroup-my-compute-job”. Open the “Source Packages” tree until you reach “HelloJob.java”. Open this file in the editor.

![Image showing the Eclipse IDE with a Java file open](image)

Figure A.2: The ‘hello world’ job as created by the Maven archetype. This job takes one input parameter that specifies how long the job should ‘compute’ for. The `doWork` method uses this parameter to wait the specified number of seconds.

There are several items of interest:

- a no-arguments constructor
- a property accessed by bean-style getter/setter methods, with annotations
- a “doWork” method

At this point, some information about how Microbase enacts a job may be useful. The steps involved
from the point of view of a worker node are as follows. Bold text indicates where control of the execution thread is passed to the user job implementation:

- The Microbase compute client running on a worker node requests a unit of work from the server. A job description is returned, if there is work available.
- The job description is examined to determine which resources (executable files, input files) need to be downloaded
- After acquiring necessary resources, the Java component of the job implementation is class-loaded. **The constructor of the job implementation is called at this point.**
- The job instance is informed of input parameters and input resources. **The ‘set’ methods of annotated input bean properties are called at this point.**
- The job is then ready to run. **doWork() is called at this point.**
- Job result files are uploaded to the Microbase resource system. **The ‘get’ methods of annotated output bean properties are called at this point.**
- The job implementation class is unloaded, and the entire process repeats with a new unit of work.

The compute job implemented in the example simply prints a message, waits a specified number of seconds, prints a second message, and then exists. It takes one input: an integer value that specifies the number of seconds that is should ‘work’. The input parameter is stored in the variable `jobComputeTime`. This looks like a standard bean property, with ‘getter/setter’ accessor methods with one difference: the ‘setter’ method is annotated with `@InputParameter(inputName="jobComputeTime")`. This annotation is important - it is notifies Microbase that ‘jobComputeTime’ is a property that needs to be set before the job is executed.

There are several types of annotation that can be used to specify the inputs to job implementations:

- **@InputParameter** allows the developer to specify ‘small’ data items to be passed to the Java implementation. Valid java data types are: primitive types (int, long, boolean, etc) and String. Although it may be possible to send ‘large’ (>MBs) Strings as parameters, this is not recommended.

- **@InputResource** allows ‘large’ resources to be sent efficiently to a job implementation via the Microbase resource system. **@InputResource** allows the use of many structured data types
to be used within a Java compute job without the need for the implementation to have knowledge of where the resource originated from, or how to marshal / un-marshal objects across a network. Almost any *serializable* Java type may be specified here (Microbase will handle deserialisation of complex types, including *Maps*, *Sets*, *Lists*, etc). The Java type *File* may also be specified for objects that will not fit into RAM, or for objects that need custom deserialisation. In this case, the raw file is available to the job implementation. Using *File* is especially useful if input data is required for a command line application.

@PlatformSpecificResource used to specify a resource whose content depends on the hardware or operating system platform that the compute job is executing on. This input type is useful for requesting a platform-native binary in a platform-neutral way. Note that any bean property annotated with @PlatformSpecificResource *must* be associated with the data-type *NativeExecutable*. This data-type is an interface to a packaged command line application. It allows execution of these applications in a straightforward manner. An example will be shown below.

Annotations can also be used to specify compute job outputs:

@OutputResource allows result items (such as structured Java objects, or files created as a result of executing a command line application) to be ‘collected’ and archived by Microbase. The same data-types supported by @InputResource are also supported by @OutputResource.

### A.5.2.3.1 Job I/O

To run BLAST, we need to pass a mixture of input parameters and input resources. First, delete the property *jobComputeTime* and its associated methods. Add the following properties to *HelloJob*:

```java
//Native executable
private NativeExecutable blastExePkg;

//Input data
private double eValue;
private File firstSequence;
private File secondSequence;

//Output data
private File alignmentOutput;
```

Figure A.3: The BLAST job implementation will require several inputs and one output. The inputs are: the executable BLAST package; a Java primitive value; two sequence files. The output is a file containing the alignment.

Then add the appropriate getter / setter methods (see Figure A.4 on the following page). Notice that the annotations on these methods specify whether the property is an input or an output, and
Figure A.4: Microbase must be told which of the properties (defined in Figure A.3 on the preceding page) are inputs and which are outputs. The mapping is achieved by annotating the accessor methods, as shown. Notice that the values of annotation properties such as `inputName` and `outputName` do not need to match the bean property names. **Note:** to save some typing, alt-insert can be used within Netbeans to auto-generate the getter/setter methods. Then, only the annotations need to be added by hand.

```java
public NativeExecutable getBlastExePkg()
{
    return blastExePkg;
}

@InputResource(inputName="blastExePkg")
@PlatformSpecificResource(resourceName="blast", resourceVersion="2.2.18")
public void setBlastExePkg(NativeExecutable blastExePkg)
{
    this.blastExePkg = blastExePkg;
}

public double getEValue()
{
    return eValue;
}

@InputParameter(inputName="eValue")
public void setEValue(double eValue)
{
    this.eValue = eValue;
}

public File getFirstSequence()
{
    return firstSequence;
}

@InputResource(inputName="sequenceOne")
public void setFirstSequence(File firstSequence)
{
    this.firstSequence = firstSequence;
}

public File getSecondSequence()
{
    return secondSequence;
}

@InputResource(inputName="sequenceTwo")
public void setSecondSequence(File secondSequence)
{
    this.secondSequence = secondSequence;
}

@OutputResource(outputName="alignment")
public File getAlignmentOutput()
{
    return alignmentOutput;
}

public void setAlignmentOutput(File alignmentOutput)
{
    this.alignmentOutput = alignmentOutput;
}
```

how the property is to be transported from a Microbase server to a worker node. For instance, the `e_value` input is annotated with an `@InputProperty`, while the two genome file inputs are annotated with `@InputResource`. The alignment file produced by running BLAST is annotated as being an `@OutputResource`. The BLAST executable itself is annotated with `@PlatformSpecificResource`, indicating that the worker node should decide at run-time which version of a resource it should download. The string values embedded within the annotations allow Microbase to bridge its systems with domain job implementations. The details of annotations will be revisited in the following sections.
A.5.2.3.2 Performing computational work

A worker node executes your job implementation by calling the `doWork()` method. A job’s specified input properties are guaranteed to be populated before a the `doWork()` method is called (assuming suitable values were received from a job server).

Command line applications such as BLAST will also be downloaded and installed automatically prior to execution.

There are two ways in which the `doWork()` method may terminate: either cleanly, by returning normally; or by throwing a `JobProcessingException`. If the method returns cleanly, without throwing an exception, then the worker node assumes that the job processing was successfully completed, and informs the Microbase system appropriately. However, if the `doWork` terminates by throwing an exception, the worker node assumes that a processing failure occurred. The Microbase system is informed of the failure, and is passed the stack trace for logging and debugging purposes. In the failure case, the job will also be re-queued so that it will run at a later time, potentially on a different worker node.

The implementation of the `doWork` method required to run BLAST needs to generate a command line, using the available parameters. This is shown in Figure A.5 on the next page.

All command line processes have the ability to output to either or both of the two standard UNIX streams: standard out (STDOUT) and standard error (STDERR), whether they are executing on Linux, Windows, or other platforms. Whether these streams contain useful content is entirely application-dependent. For the purposes of this guide, the content of these streams will be sent to the screen and will be displayed when the job runs on a worker node. For ‘real world’ jobs, you may wish to capture this information by writing it to a file (handily, the Java `FileWriter` class implements `Appendable`, so this is trivial), or you may want to ignore the streams completely if no useful information is returned.

The Java implementation for the compute job is now complete. On completion of `doWork`, the content of the `alignmentOutput` file will be copied back to the Microbase resource system.

A.5.2.4 Packaging platform-native applications

For this example, we will package the BLAST application for two platforms: Linux/i386, and Windows/i386, although only the Linux package will actually be used for the purposes of this guide.

You can find BLAST distributions for various operating systems under `$HOME/blast`. This directory contains unmodified BLAST distributions, as downloaded from the NCBI site.

First, change the working directory to that of the Linux BLAST distribution:
The parameters passed to this method are as follows:

- The first two parameters specify where the ‘standard’ STDOUT and STDERR streams are directed to.
- The third parameter corresponds to a key value in a map. This value does not correspond to an executable file on a disk (although it may be named similarly). Instead, the string ‘bl2seq’ is a platform-neutral name assigned to the application that gets mapped at run-time to a platform-specific command path. This allows the Java job implementation to run an application without having to know the exact location, or for that matter the platform-specific filename (e.g., ‘bl2seq’ on Linux vs ‘bl2seq.exe’ on Windows). Command name → path mappings will be explained in the following Section A.5.2.4 on the preceding page.
- The remaining parameters form command line parameters passed to the application, equivalent to the BLAST command line described earlier (Section A.5.2.1 on page 223).

![Code snippet](image)

The parameters passed to this method are as follows:

- The first two parameters specify where the ‘standard’ STDOUT and STDERR streams are directed to.
- The third parameter corresponds to a key value in a map. This value does not correspond to an executable file on a disk (although it may be named similarly). Instead, the string ‘bl2seq’ is a platform-neutral name assigned to the application that gets mapped at run-time to a platform-specific command path. This allows the Java job implementation to run an application without knowing the exact location, or for that matter the platform-specific filename (e.g., ‘bl2seq’ on Linux vs ‘bl2seq.exe’ on Windows). Command name → path mappings will be explained in the following Section A.5.2.4 on the preceding page.
- The remaining parameters form command line parameters passed to the application, equivalent to the BLAST command line described earlier (Section A.5.2.1 on page 223).

Figure A.5: How to run a native executable application from within a Java compute job implementation. The executeApplication() method on the NativeExecutable instance delegates processing to a command line application.

cd ~/blast/linux-blast

You should see a directory structure that resembles something like this:

```
blast-2.2.18
|-- bin
|-- data
   `-- doc
```

Under the ‘bin’ directory, you should see:
Step 1 - create the executable path name properties file  There are several executable files within the ‘bin’ directory. Currently, however, these files are not accessible from the job implementation because Microbase does not know that, for instance, bl2seq is an executable file. To run one of these files from a job implementation, it is necessary to explicitly specify which file(s) are required. This can be done by constructing a standard Java properties file. This file must be called exe_mappings.properties. This file will map an abstract name to an operating system-specific file path. The name field is the identifier used by the Java job implementation at run-time to recognise an executable file. This name does not need to mirror the actual executable file name, but it is advisable that it is similar for readability and consistency reasons.

```
bl2seq = blast-2.2.18/bin/bl2seq
blastall = blast-2.2.18/bin/blastall
blastclust = blast-2.2.18/bin/blastclust
... and so on ...
```

Note that not every executable file under the ‘bin’ directory needs to be added to the mappings file. Only the programs called by the Java job implementation need to be entered. So for this example, only the bl2seq entry actually needs to be present.

Step 2 - create the resource file  Once the name mappings file is complete, a package can be created that can be used by Microbase. The following command will create such a package. It will create a file “mb-blast-2.2.18-linux-ia32.zip”, that contains the original blast distribution, as well as the mapping file created in the previous step.

```
zip -r mb-blast-2.2.18-linux-ia32.zip exe_mappings.properties blast-2.2.18
```

Step 3 - create the resource tag file  Files stored within the Microbase resource system may have meta-data associated with them in the form of tags (key/value pairs). Worker nodes can use these tags at run-time to find platform-native resources that match the particular platform they are running on. Therefore, the developer is required to provide these tags in an appropriately named file. The
Microbase installer will use this file at install-time to deploy the resource file created in step 2 with the appropriate tags.

The resource tag file should be named: `<resource_file_name>.resource.tag.properties`, so in this case, the tag file name will be: `mb-blast-2.2.18-linux-ia32.zip.resource.tag.properties`

The tag file content should be:

```properties
res.name=blast
res.version=2.2.18
res.file_type=ZIP
res.file_content=PLATFORM_SPECIFIC_RESOURCE
platform_specific.os_name=Linux
platform_specific.os_arch=i386
```

Notes:

1. The values you use for the `res.name` and `res.version` tags are arbitrary. You just need to ensure that the string values specified in the properties file are the same as the string values specified in the `InputPlatformSpecificResource` annotation, within the Java job implementation.

2. The tag `platform_specific.os.name` needs to be set to the name of the operating system that the native executable(s) run on as returned by `System.getProperty(''os.name'')`.

3. The tag `platform_specific.os.arch` needs to be set to the architecture that the native executable(s) run on as returned by `System.getProperty(''os.arch'')` Note that this varies according to the operating system. For instance, Linux reports intel ia32 hardware as “i386”, whereas Windows reports the same hardware as “x86”.

4. The values for the tags `res.file_type` and `res.file_content` should not be changed.

Step 4 - copy files into project directory structure  Finally, the files “mb-blast-2.2.18-linux-ia32.zip” and “mb-blast-2.2.18-linux-ia32.zip.resource.tag.properties” should be copied into the `mb-resources` directory of the job implementation Maven project. This will allow the resource to be found and published by the Microbase installer.

This can be accomplished by executing:

```bash
cp mb-blast-2.2.18-* $HOME/my-new-responder/my-compute-job/src/main/mb-resources
```
**Troubleshooting**  If you encountered any problems with application packaging in the steps above, there is a pre-packaged BLAST file available in $HOME/blast/prepackaged. The content and layout of this archive file may be helpful.

**Packaging the Windows-native executable**

*Note: for the purposes of this tutorial, packaging a Windows executable is not necessary. It is here for reference only, to highlight the differences to packaging for Linux/i386.*

The process of creating a BLAST package for the Windows/32 platform is identical. Only the platform specific values change. This part is not strictly necessary for this tutorial (unless you wish to test the job implementation on Windows). For a ‘real world’ deployment, the process of creating platform-specific packages would need to be repeated for each platform.

**Step 1 - create the executable path name properties file**  Under Windows, executable file names have the extension “.exe”:

```
|-- bin
 | |-- bl2seq.exe
 | |-- blastall.exe
 | |-- blastclust.exe
 | |-- blastpgp.exe
 | |-- copymat.exe
   ...
```

Therefore, the Windows `exe_mappings.properties` file will look like this:

```
bl2seq = blast-2.2.18/bin/bl2seq.exe
blastall = blast-2.2.18/bin/blastall.exe
blastclust = blast-2.2.18/bin/blastclust.exe
... and so on ...
```

**Step 2 - create the resource file**  Again, run the `zip` command to create the resource file:

```
zip -r mb-blast-2.2.18-windows-ia32.zip exe_mappings.properties blast-2.2.18
```

**Step 3 - create the resource tag file**  Next, the resource tag file needs to be created. The differences are the operating system-specific tag values:

```
res.name=blast
res.version=2.2.18
```
A.5.2.5 Final job implementation directory

The job implementation directory structure should look like the structure shown as follows. If it does, proceed to the next section.

```
my-new-responder/
|-- my-compute-job
 | |-- pom.xml
 | '-- src
    | '-- main
    |   |-- java
    |     |-- uk
    |     '-- ac
    | '-- ncl
    |     '-- mygroup
    |     '-- HelloJob.java
 | '-- mb-resources
 |   |-- mb-blast-2.2.18-linux-ia32.zip
 |   |-- mb-blast-2.2.18-linux-ia32.zip.resource.tag.properties
 |   '-- test.foo
 '-- resources
    '-- pom.xml
```

A.5.3 Event handler sub-project

The previous section introduced job implementations that run within a worker node. This section will describe the server-resident, event handler part of a responder that is responsible for scheduling instances of the job implementations. The event handler is a web-service implementation of the Microbase notification system’s push subscriber. This project therefore builds as a web archive (.war) and will need to be hosted within a container such as Tomcat.

You can create a new skeleton event handler project by executing the following Maven command from within the "my-new-responder" directory. After executing the command, the responder directory should look similar to the directory structure shown in Figure A.6 on the following page:

```
mvn archetype:create \
-DarchetypeGroupId=uk.org.microbase \n-DarchetypeArtifactId=event-quickstart \
```
As you can see, this has created a web application project that is an XFire Web service implementation. When built, this project will generate a web archive (.war file) that can be deployed to a Tomcat (or equivalent) application container. Load this new project into NetBeans.
A.5.3.1 Implementing the event handler

A.5.3.1.1 Registering to receive event notifications  Event handlers need to be able to receive events from other components within the Microbase system in the form of messages. These messages may be notifications of new data arriving in the system, or notification that a computational task has completed. Messages can be used to chain multiple responders together into a pipeline.

Although Microbase handles automatic registration of your event handler implementation (such as its Web service end-point and message topic registrations), the developer is responsible for specifying which types of message their responder should receive. This is done by requesting that the responder is registered with a set of topic names. The responder described in this section needs to receive two types of event:

1. Notification of ‘new’ data files to process
2. Notification of the completion of a BLAST job.

The responder needs to sent two types of event:

1. A request to Microbase to schedule a computationally intensive task
2. A message sent in response to a task completion report (in a ‘real world’ system, this would be used to inform the next responder in a pipeline that a BLAST task has just completed).

In the NetBeans IDE, open the Java file HelloEventResponder. You should see some example topic registrations in the constructor of this class. Change the constructor to read:

```java
public HelloEventResponder()
    throws ConfigurationException
{
    setIncomingTopicIds("new sequence data", MicrobaseWellKnownTopics.TASKSYS__TASK_REPORT);
    setOutgoingTopicIds(MicrobaseWellKnownTopics.TASKSYS__TASK_DESCRIPTOR, "blast complete");
}
```

The first line informs Microbase that this event handler should receive events of type ‘new sequence data’, and a Microbase event that indicates task completion. The second line informs Microbase that the responder will send messages of type ‘blast complete’. Microbase will handle the registration of these topics within the notification system, and will also register the responder as a subscriber to these messages.
A.5.3.1.2 Handling event notifications

At this point, the class is a valid event handler and would receive events if deployed to Microbase. However, it currently does nothing with these events. Events are handled with the `dealMessage()` method. All events received by the handler are delivered via this method. Before events can be handled, they need to be filtered by type because different types of messages must be handled in different ways. We will use the `dealMessage()` method to split messages based on their topic, and delegate onto appropriate handler methods:

```java
@override
protected void dealMessage(MessageLogItem messageItem)
    throws UnrecoverableException, TransientException
{
    try
        {
            if (messageItem.getTopicId().equals("new sequence data"))
                handleNewDataAvailable(messageItem);
            else if (messageItem.getTopicId().equals(MicrobaseWellKnownTopics.TASKSYS__TASK_REPORT))
                handleTaskCompletionReport(messageItem);
        }
    catch (Exception e)
        {
            throw new TransientException("Message processing failed", e);
        }
}
```

A handler method for ‘new sequence data’ notifications will now be written. What does a ‘new sequence data’ message look like? It’s entirely up to the responder developer. In a production-quality system, this would usually involve an XML-based message, containing appropriate domain-specific meta-data. In this example, the message content will be a human-friendly space-separated list of sequence names. The message content will need to be parsed, and the names extracted. It will then be necessary to schedule an appropriate number of jobs so that an all-vs-all comparison is performed. Each job will perform a single pairwise comparison between two sequences.
New data notifications are dealt with as follows:

1. The content of the message is parsed to obtain a list of sequence names that need to be compared.

2. The sequences are to be compared in an allagainstall fashion. It is necessary to schedule a series of compute jobs implemented in Section A.5.2 on page 223 to execute each pairwise comparison. Since the event handler and compute job implementation are separate decoupled projects, the event handler needs a way to reference the job implementation. This is achieved by using the Maven project information specified when the compute job project was created (Section A.5.2.2 on page 225), specifically group id, archetype id, version. In addition, the fully-qualified class name containing the job implementation is required. This information enables a remote worker node to find, download and install the required compute job at runtime.
3. For efficiency reasons, sets of related job descriptions are bundled into a ‘task’ (the task is simply a container).

4. The next code section loops over the sequence names and creates job ‘descriptions’ for each pair of sequences. It is important that the input parameters and input resource names specified here match the annotation strings specified in the job implementation (see Figure A.4 on page 229). The newly created jobs are added to the ‘task’ container.

5. Finally, the task description is published as a notification. The Microbase notification system propagates the task message to the job management system, where the jobs will be queued until suitable worker node(s) are available to process them.

On completion of the task (i.e., all jobs complete), a notification will be sent back to the BLAST responder. The responder must handle this event as well. In this case, a simple ‘blast complete’ notification will be sent. Currently this message is not used by component. However, if another responder were added to the system at a future time, the ‘blast complete’ message history could be used to inform the new responder of previously completed work. The code fragment in below shows how this is achieved. This demonstration application emits human-readable ‘blast complete’ messages in response to a ‘task complete’ message being received from the job management system. These messages are generated in the following way:

1. A set of job execution reports are obtained from the ‘task complete’ message.

2. A human-readable summary is produced by iterating through these job execution reports including: inputs used, output resource produced, and whether the job run was successful or not. If the enactment was unsuccessful, an execution log is appended.

3. Finally, the ‘blast complete’ message is published to the notification system.
A.5.3.2 Modifying services.xml

At this point, the event handler should be capable of handling events from the Microbase notification system. However, one small configuration detail needs to be completed before the project can be compiled.

In the filesystem tree (above), you should be able to find a file named services.xml. Currently this file looks something like this:

```xml
<beans xmlns="http://xfire.codehaus.org/config/1.0">
  <service>
    <name>PushSubscriber</name>
    <serviceClass>uk.org.microbase.notification.ws.subscriber.push.spec.PushSubscriber</serviceClass>
    <implementationClass>HelloEventResponder</implementationClass>
  </service>
</beans>
```

The <implementationClass> line needs to be changed from this:

```xml
<implementationClass>HelloEventResponder</implementationClass>
```

to this:

```xml
<implementationClass>uk.ac.ncl.mygroup.HelloEventResponder</implementationClass>
```
The package name needs to be added because the event handler Maven archetype currently does not support inserting the group id / package name into XML files. The `<implementationClass>` line should always mirror the fully-qualified Java classname of the event handler implementation class. Bear this in mind if you re-factor the event handler project.

At this point, the entire responder has been implemented and is ready to be deployed.

### A.6 Installation / Deployment

This section assumes that you have a completed responder, ready for compilation and deployment to a Microbase installation. The Microbase installer is capable of installing responders as well as the core Microbase components. If you are using the virtual machine image, the Microbase core components will already have been installed, and you can skip many of the installation steps.

To run the installer, open the terminal session named `Microbase build`. In the tab named `installer`, run the following script:

```bash
./installer.sh
```

You should now be at the “welcome” screen of the GUI installer. The VMware image used for this guide already has many of the settings configured for you. For instance, you can simply click through the PostgreSQL and Tomcat configuration screens. They are shown below for clarity.

![Welcome Screen](image)

**Installer step 1:** if you see this screen, then the installer has compiled and started successfully.
Installer step 2: Configuration of the PostgreSQL server(s) that will store data for the core Microbase components, and potentially user responder components. *For this tutorial, leave these options set to the defaults*

Installer step 3: Configuration of the Tomcat server(s) that will host the server-resident portions of responders. *For this tutorial, leave these options set to the defaults*
Installer step 4: Database server selection for the configuration service. *For this tutorial, leave these options set to the defaults*

Installer step 5a: Project selection. Here, you can specify the project directory for your responder. This is required because Microbase takes over the compilation and deployment of your responder. Microbase can only do this if it knows the location of your responder project.
Installer step 5b: Project selection. Select the responder’s root directory

Installer step 5c: Project selection. Make sure that your responder is checked. If not checked, the installer will ignore the project. Make sure that the Microbase project is unchecked. Recompiling Microbase would do no harm, but it is unnecessary in this case, and may take several minutes to compile.
Installer step 6: Compilation. Press the ‘compile’ button. You should hopefully see a ‘BUILD SUCCESSFUL’ message. If so, proceed to the next step.

Installer step 7a: Deployment. This step deals with deployment of server-side components to a set of remote Tomcat servers. If more than one Tomcat server is defined in step 3, then multiple Tomcat servers will be available to deploy to. In this case, the Tomcat server is simply ‘localhost’ because it is running within the virtual machine. Select your responder in the left-hand pane. ‘Add’ it to the Tomcat server listed on the right hand side. Finally, click the ‘deploy’ button at the bottom of the screen. You may ignore the Tomcat warning here, since Tomcat has not been started yet.
Installer step 7b: Deployment complete. This pop-up window should appear during service deployment. The image shown here indicates that all services were copied correctly.

Installer step 7c: Start Tomcat. At this point, we need to step outside of the installer GUI for a moment in order to start the Tomcat server. On the desktop of the virtual machine, you should see a ‘Tomcat’ terminal icon. Open the terminal, and type "./startup.sh". This command should have started the server. You can monitor the startup process if you wish by changing to the ‘log’ terminal and typing tail -f catalina.out.
Installer step 8: ‘Kick’ responders. The last step started the Tomcat server. However, it is now necessary to ‘kick’ each of the deployed responders so that they initialise and self-register. The kick-start process allows responders to auto-create the databases they need.

Installer step 9a: Find compute job implementations. It is necessary to deploy the compute-job portion of responders to the Microbase resource system. Compute job ‘jar’ files, as well as their Java dependencies and required command line applications need to be copied to the resource system so that they are accessible to worker nodes. Completing this task allows worker nodes to automatically install applications on-demand. Click the ‘find resources’ button to instruct the
installer to find all compute-job implementation projects.

Installer step 9b: Deploy compute job implementations: Finally, the resources found in the previous step need to be deployed. Unfortunately, it is necessary to go back to the command line again.

Switch to the command line window that you started the GUI installer from. Select the 2nd tab, ‘publish resources’. Type the command "./publish_resources.sh". This script takes the list of resources generated by the GUI installer and copies them to the Microbase resource system via BitTorrent. After this step completes, then your responder is installed and is ready to test.

Note that this final step depends on an active Internet connection to allow the BitTorrent implementation’s distributed database to connect. No torrent data is transferred externally, only lightweight connections to a BitTorrent tracker are made. Please be patient, it may take a minute or two to initiate connections to this external service. For performance reasons in a production-quality deployment, it would be advisable to connect to a torrent tracker running somewhere on your local network. This is relatively straightforward, but is beyond the scope of this tutorial.

A.7 Testing

This section shows how to test the new responder. Before proceeding, it might be worth closing the NetBeans IDE and the Microbase installer if they are still open. If the virtual machine image is running in 600MB (the default), this will free up a substantial amount of memory and will improve performance.
Before jobs can be scheduled, some input data (genome sequences) needs to be uploaded to the resource system. Usually, this would be done automatically by Microbase (by scanning an FTP site, for instance). To upload some sequences, open the ‘Testing’ console icon on the desktop, and run the following commands:

```
./resource-client.sh publish NC_000964 some_description $HOME/genomes/NC_000964.fna
./resource-client.sh publish NC_002570 some_description $HOME/genomes/NC_002570.fna
./resource-client.sh publish NC_003997 some_description $HOME/genomes/NC_003997.fna
```

Each command uploads one genome sequence to the resource system. Once all the data has been uploaded, a notification must be sent to inform the system that new data is available (this is the notification message we defined in Section A.5.3.1 on page 237). In a production system, this notification would be sent automatically.

To send the notification, open Firefox (desktop icon). In the bookmark toolbar, click the ‘Microbase GUI’ entry. From the ‘Applications’ menu, choose ‘Notification admin’. You should see a window similar to Figure A.7.

![Figure A.7: Notification system administration interface. This can be used for monitoring a running system, as well as injecting messages for testing responders. The ‘message list’ tab allows paging through all archived messages. Double-clicking an item will display the message content in a pop-up window.](image)

Click ‘Testing’ and ‘Send message’. From the drop-down list of topics, select ‘new sequence data’. From the drop-down list of publishers, choose any publisher except ‘HelloEventResponder’ (for the purposes of this guide, it does not matter which publisher sends the ‘new sequence data’ message).

In the ‘content’ box, add the following space-separated sequence names ‘NC_000964 NC_002570 NC_003997’ (Figure A.8 on the following page)

Finally, click ‘send’. This sends the notification of ‘new data’, which should arrive at your responder. The responder will then schedule a set of jobs to perform the all-vs-all comparison of the specified genome sequences. These jobs will arrive at the job server, ready for processing.

Currently, the web interface to Microbase is undergoing a re-write. Therefore, to see the jobs added to the system, you will need to browse to ‘Microbase GUI2’ available on the bookmarks toolbar of Firefox. Once there, open the ‘job server’ application (Figure A.9 on the next page).
Figure A.8: Sending a test message

Figure A.9: The job server GUI shows currently queued, processing and completed jobs. In this case, a large number of jobs are running over a cluster of worker nodes.

To run jobs, the Microbase compute client needs to be started. Usually, this would be started via an automated means such as Condor or Sun Grid Engine. For this demonstration it needs to be started manually. Change to the ‘job enactment’ tab of the ‘Testing’ console and type the following:

```
./node_start_small_ram.sh --normal
```
After a while the compute node will start. The following sequence of events should occur:

1. The worker will contact the job server (running within Tomcat) for a job description.

2. The required job implementation (jar) will then be downloaded.

3. After class-loading and introspecting the job implementation class, the worker node will download the required resource files (in this case, the Linux/x86 BLAST executable, and two genome files).

4. The BLAST executable will then be installed, and processing should begin — check the GUI within Firefox for ‘processing’ jobs. You might also want to have `top` (see Figure A.10) running within a terminal to see `bl2seq` running.

5. Once the job is complete, Microbase is informed that the resulting alignment file is available for archiving.

6. Simultaneously, the next job description is obtained, and processing begins.

7. Once all jobs have been processed, the compute client will remain running (it can be killed with CTRL-C).

8. The task should be marked ‘complete’, and a notification event will be sent to indicate this.

Finally, if you wish to inspect the data produced, every resource stored by the resource system is located in `$HOME/data/torrents`.

If you had any problems implementing the responder, a complete ready-to-compile version is available in `$HOME/microbase-trunk/microbase-tutorial`. 
Figure A.10: A ‘Bl2seq’ processing running within a Microbase job.
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