
INVESTIGATION INTO
ENERGY-EFFICIENT AND APPROXIMATE

MULTIPLIER DESIGN

Issa Hani Qiqieh

A Thesis Submitted for the Degree of

Doctor of Philosophy at Newcastle University

School of Engineering

September 2018



Issa Hani Qiqieh: Investigation into Energy-Efficient and Approxi-

mate Multiplier Design ©2018



D E C L A R AT I O N

I hereby declare that this thesis is my own work and effort and

that it has not been submitted anywhere for any award. Where

other sources of information have been used, they have been ac-

knowledged.

Newcastle upon Tyne, September 2018

Issa Hani Qiqieh



C E R T I F I CAT E O F A P P R OVA L

We confirm that, to the best of our knowledge, this thesis is from the

student’s own work and effort, and all other sources of information

used have been acknowledged. This thesis has been submitted

with my approval.

Prof. Alex Yakovlev

Dr. Rishad Shafik

Dr. Danil Sokolov



To the soul of my father who had given me dreams to look forward to

To my wonderful mother

To my lovely Yara, Hani, Morad and Bassel

— Issa



A C K N O W L E D G E M E N T S

I would like to express my deep gratitude to my supervisors Prof.

Alex Yakovlev, Dr. Rishad Shafik and Dr. Danil Sokolov for their

wisdom and guidance through my PhD journey. They have always

been a source of motivation and my inspirational model as a

researcher.

I am grateful to the Ministry of Higher Education and Scientific

Research in Jordan and Al-Balqa’ Applied University for funding

my PhD study and for their support.

I would like also to express my gratefulness and appreciation to

my colleagues and friends in the School of Engineering, especially

those in MicroSystems Research Group. We have worked together

and discussed many topics over the years, and from them all, I

have learned many things. I hope they continue to be successful

with their research and future careers. Also, I would like to offer

my special regards to all the staff of the School of Engineering at

Newcastle University.

Thank you, my mother, my mother-in-law and my sisters, with-

out your unconditional support, this thesis never would have come

to be. Finally, and most importantly, I am thankful to my lovely

family, Yara my wonderful wife and my lovely sons Hani, Morad

and Bassel for all of their love, support, motivation and patience

throughout my PhD. They were there to help me at difficult times,

and to share in good times. Their encouragement has helped me

with the research and the writing of this thesis, and I am very

grateful.

vi



A B S T R A C T

There is a persistent demand for higher computational perfor-

mance at low energy cost for emerging compute-intensive applica-

tions. Multipliers constitute a major component of these applica-

tions with complex logic design and a large gate count compared

to other arithmetic units. As such, there is significant interest in

designing new approaches to low-complexity multipliers. Approx-

imate multiplier is a promising paradigm, which is particularly

suitable for inherently imprecision-tolerant applications, such as

image processing, pattern recognition and machine learning. The

basic premise is to relax the precision requirements in favour

of lower complexity, thereby achieving reduced circuit delay and

energy consumption.

This thesis presents an investigation into novel approximate

multiplier design and implementation approaches. In the first

approach, a multiplier design using significance-driven logic com-

pression (SDLC) is proposed. Fundamental to this approach is a

configurable lossy compression of the partial product rows. The

compression is carried out by progressively replacing the exclusive-

OR logic gates by low-complexity OR gates based on their bit sig-

nificance. The compression is followed by commutative remapping

of the resulting product terms to reduce the number of product

rows. This accounts for substantially reduced number of logic cell

counts and lengths of critical paths at the cost of errors in lower

significant bits.

In the second approach, a novel multiplier design is presented by

combining a Wallace-tree accumulation method together with the

SDLC. The logic compression performed by SDLC approach works

for reducing the number of product rows using progressive bit sig-

nificance, thereby decreasing the number of reduction stages and

logic counts in accumulation. The errors introduced by lossy logic

compression are minimised through a novel error compensation

method (ECM). The core of this method is a parallel error detec-
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tion logic used to generate error compensation bit-matrix. This

matrix is then compressed using OR gates to generate an error

compensation vector. To mitigate the impact of error, this vector is

either considered as an additional row in the accumulation tree or

used to modify an existing row.

To validate the effectiveness of these approaches, a number of

multipliers with different compression levels are designed and

synthesized showing substantial savings in energy consumption,

and reductions in critical delay and silicon area, compared to an

accurate equivalent and other existing approaches. These gains

are achieved at the cost of errors introduced in the circuit, which

are extensively analysed.

The configurable multiplier designs in the first and second ap-

proaches exhibit energy/quality trade-offs at different degrees of

compression. These trade-offs can be effectively used to implement

multipliers in applications, where energy can be opportunistically

minimised within the envelope of quality requirements. As such,

in the third study, two implementation methods are demonstrated.

In the first method, a Gaussian blur filter was designed, demon-

strating energy reduction with a minor loss in image quality. In

the second method, the energy/quality trade-offs are leveraged in

a perceptron-based machine learning application, showing energy

reduction for different SDLC configurations.

The proposed logic compression approach and its prototype im-

plementations in various configurations can be suitably used for

energy-efficient multiplier designs, where quality requirements

can be relaxed.
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1

I N T R O D U C T I O N

A promising design paradigm—approximate computing—has re-

cently emerged to harness imprecision resilience, in a broad spec-

trum of computing applications, to achieve additional optimiza-

tions. This chapter presents the motivation and defines the key

concepts and terms in context of the research reported in this

thesis. It highlights the necessity of approximate computing as a

way for improving energy and performance efficiency in the field

of arithmetic multiplier design. Then, the main contributions of

this research together with thesis organisation are discussed.

1.1 M O T I VAT I O N

Over the past decades, the continuing advances in technology

scaling have shown an increasingly difficult design challenge to

deliver high performance without dramatically increasing energy

consumption [53, 26, 14, 7, 129]. Therefore, developing new solu-

tions to tackle this challenge is considered as an imperative need

for a number of reasons, such as improving hardware functionality

for battery-powered computing devices, or increasing processing

capabilities for those devices where energy is harvested from envi-

ronmental sources. The motivation of this work is introduced as

follows.

2
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1.1.1 Energy-Efficient Computing

The computational performance demands driven by a massive vol-

ume of global data and a vast number of connected users, have

exceeded the current processing capacity of the ever-evolving digi-

tal world [41]. It is expected that emerging applications will create

163 zettabytes of data by 2025 (ten times as much as was made

in 2017) [98]. Furthermore, the global internet users have now

passed the 4 billion mark (as of January, 2018) [61]. The vast ma-

jority of them were accessing their chosen platforms via mobile

devices [61]. Moreover, the evolution of worldwide electricity de-

mand of data centres [4] is related to the exponential growth in

global digital-data creation [98]. This opens the way for finding al-

ternative computing systems that use relatively less energy, while

providing the processing performance they need.

For the last three decades, the need for higher computational

performance has been supported by the exponential scaling of

integrated circuits and many-core system-on-chip (SoC) technolo-

gies [24]. However, the rapid growth in these technologies is

synchronized with the decline of Moore’s law [81]. This means

that, as the downscaling of the complementary metal-oxide-

semiconductor (CMOS) is completely stretched to limits, technology

scaling will less likely be a driver for computing in the near fu-

ture [110, 105, 103, 62]. Moreover, the per-transistor performance

power efficiency is not keeping pace with known power-reduction

techniques at various abstraction levels [88, 34, 31]. This eventu-

ally results in the so-called Dark Silicon era [108], which means

it may only be possible to power-on a fraction of on-chip comput-

ing resources in order to stay within the power density and safe

thermal limits.
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Indeed, there is a genuine need to explore new computing

paradigms to deliver more energy efficiency and also, to squeeze

more functionality out of computing platforms across the spectrum,

from mobile and deeply-embedded devices to servers and data cen-

tres. Approximate computing paradigm is a promising approach

to this end [33, 48, 78, 109, 107]. In the following sub section we

introduce approximate computing and multiplier design in details.

1.1.2 Approximate Multiplier Design

Approximate computing is an emerging design paradigm that

leverages the presence of inherent-resilience in a broad spectrum

of hardware and software implementations by relaxing the need

for completely precise or totally deterministic operations. It can

offer substantial reductions in circuit complexity, delay and energy

consumption by relaxing accuracy requirements [78]. Approximate

computing has the potential to benefit a wide range of modern

applications, such as media processing (image, audio, and video),

digital signal processing (DSP), machine learning (recognition and

data mining), wireless communication, web search, and data an-

alytics [109]. It exploits the inherent-resilience code regions in

such applications and also perceptual limitations of users to intel-

ligently trade off outcomes accuracy for performance and energy

gains [107].

The basic premise of approximate computing, in the hardware

domain, is to build hardware blocks whose implementation does

not exactly match the specification, either due to the impact of func-

tional approximation (e.g., implement a slightly different Boolean

function that has a faster or more power-efficient implementa-

tion), or due to timing approximations (e.g., voltage over-scaling
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(VOS) and over-clocking). Therefore, approximate computing trades

off output quality for achieving much lower power consumption,

shorter run times, and often smaller silicon area at the cost of

imprecision introduced to the processed data [17].

Over the years, a number of approximate computing approaches

have been proposed (see Chapter 2). These approaches aim to

reduce the complexity of the circuits and systems in terms of their

computation latency and energy consumption [49]. Approximations

can be introduced at all design levels, starting from the circuit [46]

via the logic [92] and the architecture [2, 37] to programming

language [101] and algorithms [57, 32].

Approximate arithmetic, such as approximate adders and

multipliers, has gained significant interest in various group of

imprecision-resilient applications [59, 49, 29, 120]. Approximate

arithmetic is based on replacing traditional complex and energy-

wasteful data processing blocks by low-complexity ones with re-

duced logic counts, and therefore, improving the computational

performance and energy efficiency of the computing systems.

Multipliers are crucial arithmetic units in modern applications,

for two major factors. Firstly, they are characterized by complex

logic design, being one of the most energy-demanding data process-

ing units in modern microprocessors. Secondly, compute-intensive

applications typically exercise a large number of multiplication

operations to compute outcomes. Thus, any improvement made in

the power/speed of a multiplier is expected to substantially impact

on overall system power/performance trade-offs [75, 58].

A typical (N × N) accurate multiplier generates N2 product

terms, which are then accumulated as a final product of size 2N.

The accuracy of this product depends largely on the significance

of bits. Hence, preserving higher-significance bits is likely to gen-
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erate an outcome close to the exact product than that of lower-

significance bits. This can be exploited to progressively compress

higher order combinatorial terms systematically and to achieve

substantial energy savings at low loss of accuracy.

Existing multiplier design approaches consist of redesign ef-

forts (such as reducing the circuit complexity (i.e., critical path))

and parametric variations (such as supply voltage/frequency

over-scaling). The basic principle in these designs is to improve

energy/performance-efficiency at cost of functional or timing-

induced errors. While these design approaches have made piece-

meal advances in different directions, they leave rooms for further

improvements (see Chapter 2). For example, how can multiplier

critical path be progressively reduced using different levels of ap-

proximations.

1.2 T H E S I S S C O P E A N D C O N T R I B U T I O N S

This thesis attempts to address the above fundamental question

by exploring promising research directions in the development

of energy-efficient multiplier design. It presents novel design

approaches for improving energy and performance efficiency of

approximate multiplier with variable-accuracy implementations.

From the perspective of levels of abstraction, the research work in

this thesis focuses on modifying the behavioural description of the

multiplier design from gate level and register-transfer level (RTL).

The proposed designs targets parallel multiplication, particularly

for integer input operands. The aim is to develop design-time

configurable prototypes to trade off output accuracy for various

performance and energy gains. We apply the design approach of

approximate multiplier to standard scheme of multiplication (e.g.
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Wallace-tree). Additionally, we demonstrate a methodology to mit-

igate the impact of errors at various approximation levels, and

study their impact on different imprecision-resilient applications.

The main contributions of this thesis are listed as follows:

• a novel energy-efficient approach is proposed for approximate

multiplier design using significance-driven logic compression

(SDLC). The basic principle of the proposed approach is to cut

the carry chain needed by accumulation tree, in a way that the

significant bits of the product are slightly affected. To achieve

this goal, the number of product terms is reduced by using low-

complexity logic gates (i.e., using OR gates to sum up these

terms instead of expensive XOR gates) —we denote this method

as logic compression. The reduced number of product terms is

then followed by remapping, based on their commutative prop-

erties, to reduce the resulting number of rows in the partial

product matrix (PPM). At the core of SDLC approach is a design-

time configurable logic compression of product terms aims at

achieving different performance-energy-quality (PEQ) trade-offs.

Several multiplier prototypes (extending from 4-bit to 128-bit)

are synthesized using electronic design automation (EDA) tools,

showing up to an order of magnitude energy savings with vari-

ous reductions in critical path delay and silicon area. Further-

more, extensive error analysis and comparison are placed to

evaluate the efficiency of the proposed multiplier with respect

to state-of-the-art multiplier designs [93, 94, 92].

• a novel energy-efficient approximate multiplier design by incor-

porating SDLC approach together with already existing column-

compression methods, such as Wallace and Dadda-tree, to

shorten the number of reduction stages. As such, the hardware

complexity of the multiplier implementation is drastically re-
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duced. Moreover, to minimize the impact of error associated

with lossy compression, an error detection technique using par-

allel logic array along with error compensation method (ECM) is

added at low overhead cost. The aim is to generate error com-

pensation vector to either combine it as additional row in the

accumulation tree or to replace one of the existing rows. A robust

error analysis is included to evaluate the effectiveness of ECM.

The post-synthesis experiments shows substantial saving in all

design trade-offs, when comparing to accurate equivalent [92],

• the PEQ trade-offs achieved by the proposed multiplier designs

are extensively investigated into two real-application case stud-

ies demonstrating comparative advantages of SDLC approach.

First, a Gaussian blur filter with a meagre loss of image quality.

Second, machine learning application using perceptron classi-

fier with negligible error rate. For both case studies, substantial

energy reductions are achieved and analysed [93, 94, 92].

1.3 T H E S I S OV E R V I E W

This thesis is organized into six chapters. The major contributions

of this thesis are summarized as follows:

Chapter 2 provides a coherent overview of extensively adopted

and recently reported approaches for energy-efficient imprecise

hardware. It defines the objectives of approximate computing, and

also discusses the design approaches for approximate circuits. This

is followed by a survey of approximate multiplier design to date.

Various design techniques are discussed and classified based on

multi-dimensional taxonomy to emphasize their similarities and

differences. This chapter can inspire more efforts to address the
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challenges facing quantifying errors derived from approximate

arithmetic circuits, in particular, multipliers.

Chapter 3 proposes the SDLC approach for energy-efficient ap-

proximate multiplier design. It demonstrates how logic compres-

sion and commutative remapping are used to reduce the number of

product rows. Error analysis and post-synthesis experiments are

discussed, showing the PEQ trade-offs for different input bit-widths

and compression levels. This chapter presents an algorithmic and

design-time configurable lossy compression of the partial product

rows. Additionally, it studies a group of related subjects covering

the scalability of the SDLC approach and the feasibility of SDLC in

signed multiplication. Comparative results against other existing

approaches are also presented.

Chapter 4 studies the multiplier design by combining a Wallace-

tree accumulation method together with the SDLC approach. A

parallel error-detection logic and also error-compensation method

(ECM) are presented, showing different ways to reduce the impact

of error associated with SDLC. This chapter provides evaluation of

the impact of ECM on variable logic compression, with extensive er-

ror analysis supported by a number of post-synthesis experiments.

Chapter 5 demonstrates the effectiveness of the PEQ trade-offs

achieved by the proposed multiplier designs in applications. This

chapter exhibits two case studies; image processing application

using Gaussian blur filter and machine learning application us-

ing perceptron classifier. It also discusses the energy savings and

quality loss arising from the implementations.

Chapter 6 summarizes the contributions and key highlights of

this thesis, showing critical review of this research together with

the potential future directions.
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Overall, this thesis shows promising design and implementation

approaches for approximate multiplier design, with different con-

figuration. It can inspire designers to take advantage of the PEQ

trade-offs, achieved by the SDLC approach, to achieve more energy

and performance efficiency for ubiquitous computing systems.



2

BA C K G R O U N D A N D L I T E R AT U R E S U R V E Y

2.1 I N T R O D U C T I O N

In last decade, there has been an increasing interest in approxi-

mate computing as one of the most promising energy-efficient com-

puting paradigms. Approximate computing exploits the flexibility

provided by inherent application resilience in hardware or software

implementations for more performance and energy gains [100]. Ap-

proximate computing research combines insights from hardware

engineering, architecture, system design, programming languages,

and even application domains like image processing [17] and ma-

chine learning [84]. However, approximate computing based on

software techniques has been deemed out of scope for this thesis.

This chapter highlights the basic concepts behind approximate

circuits to understand the motivation and the choices made in

the context of this work. First, we introduce and discuss several

related imprecise computing in hardware to let the reader dis-

tinguish the efforts in approximate circuits from other related

imprecise designs in the area. Then, a brief review is proposed

for the recent developments in approximate circuits, showing the

major approaches for exploiting the imprecision-resilience of vari-

ous applications. Since the approximate multiplier design is the

primary theme of this thesis, the second part of this chapter is

made to emphasize the research efforts in the field of approxi-

mate multiplier design found so far with taxonomy provided. In

11
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order to identify a trade-off between approximation and reliability,

the existing error metrics are defined and classified to help the

reader to specify right metric for a given approximate multiplier.

Finally, a discussion is placed for the challenges of quantifying the

imprecision in the multiplier design.

2.2 A P P R O X I M AT E C I R C U I T D E S I G N

In the literature, there are various research efforts devoted to ad-

dressing different designs of imprecise computing in hardware. In

this section, we denote the hardware that does not produce the ex-

act output at all times by imprecise hardware. The reason for this

concept is to make it include a variety of existing designs that can

lead to error in the output, such as in approximate, probabilistic

and non-Boolean circuits. The next subsection is to let the reader

understand the scope of approximate circuit design by distinguish-

ing the work on it from related but conceptually distinct efforts in

probabilistic and non-Boolean circuits.

2.2.1 Imprecise Hardware Design

In this section, imprecise hardware, including probabilistic, non-

Boolean and approximate designs, is introduced to understand

the scope of the approximate circuits from other related efforts

in the literature. Fig. 2.1 presents a taxonomy of related terms

in this area. Hence, these terms are briefly discussed with some

illustrative examples —as follows:
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Approximate

Imprecise Computation in Hardware

Probabilistic Non-Boolean

Figure 2.1: Taxonomy of imprecise computation in hardware.

2.2.1.1 Probabilistic circuits

Three computing technologies are used by the circuit whose be-

haviour is inherently probabilistic: probabilistic CMOS (PCMOS),

quantum and stochastic circuits. PCMOS and quantum circuits

and signals are inherently probabilistic, while stochastic circuits

utilize deterministic means for representing and processing prob-

abilistic data [89, 77]. These computing technologies are briefly

discussed as follows.

• Probabilistic CMOS is a particular form of CMOS called PC-

MOS, which is invented with a hope to compete against current

energy-efficient CMOS technology. It is motivated by inherent

“erroneous” behaviour in hardware as we move to smaller tech-

nology nodes. This is due to process variations and noise sus-

ceptibility [63, 83, 112]. Considering that CMOS devices have

an exponential relationship between the probability of exactness

(P) and the switching energy (E). To this end, PCMOS devices

can harness the noise as a resource to achieve low-power and

high-performance computation [16, 56]. However, the computing

platforms based on PCMOS devices can compute efficiently at

the cost of introducing error with a probability (1−P) [16].

• Quantum circuits show another type of inherently probabilis-

tic computations that perform efficient algorithms for some

intractable problems in classical computer science [67, 87], such

as fast number factorization [114]. Following the laws of quan-
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tum physics, quantum circuits offers enormous processing power

through the ability to be in multiple states, and to perform tasks

using all possible permutations simultaneously. Quantum com-

puting processes data in the form of qubits (quantum bits). A

qubit Ψ has two parts α and β indicating its “zeroness” and “one-

ness” probabilities, respectively. It can be introduced in several

standard forms [87]:

|Ψ〉 =α | 0〉+β | 1〉 =

α
β

 , (2.1)

here α and β are complex numbers called probabilistic ampli-

tudes. When measuring the qubit’s valueΨ, quantum mechanics

requires that the output be 0 or 1 with specific probabilities, im-

plying that |α |2+|β |2 = 1. Generally, the inherent imprecision

behaviour in quantum circuits comes from two reasons. First,

the probabilistic results, i.e., a quantum circuit generates dif-

ferent output values when run more than once with the same

inputs. Second, when quantum circuit is implemented by a re-

duced number of quantum gates, i.e., one or more quantum gates

is missing, an example is demonstrated in Fig. 2.2.

H

H
Ry

Rz

H

Ry

Rz

(a)                                                        (b)

Figure 2.2: Example of a small quantum circuit 3qubitcnot: (a) fault-
free circuit, and (b) faulty circuit by eliminating a single H
gate [6].

• Stochastic circuits is a class of computing circuits in which a

number is represented by randomized values in serial “streams”

or on parallel “bundles” of wires [91]. In the case of serially
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streaming, the signals are probabilistic in time whereas, in

parallel, they are probabilistic in space, as demonstrated in

Fig. 2.3. Consider an n-bit stream X containing j “ones” and

n− j “zeros”. The ratio j/n can be seen as the probability x of a

randomly-observed bit in X being “one”.

0

1

0

0

0

1

X0, 1, 0, 0, 0, 1

X x= 2/6

(a)                                                    (b)

x= 2/6

Figure 2.3: Stochastic encoding: (a) a stochastic bit stream; (b) a stochas-
tic wire bundle. For each bit in the bit stream or a bundle,
the probability that it is 1 is P(X = 1) = x.

The main attraction of stochastic hardware is its ability to carry

out complex operations with simple circuits. For example, serial

multiplication can be implemented by a two-input AND gate,

see Fig. 2.4. Stochastic computing consists of operations on the

xi ’s associated with a set of X i ’s of fixed or variable length n. In

Fig. 2.4, the inputs denoted x1 = 9/12= 0.75 and x2 = 6/12= 0.5;

the output signal probability is 4/12 = 0.333, which roughly

approximates the product by using the input signal probabilities

to x1 × x2 = 0.75×0.5= 0.375.

Small errors like a 0 replacing a 1 due to a lost 1-pulse, have

little effect on bit-stream signal probabilities, hence stochas-

AND

1, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1, 1

1, 1, 1, 0, 0, 1, 0, 0, 1, 0, 1, 0

1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 0x2 = 6/12

x2 = 4/12

x1 = 9/12

Figure 2.4: Stochastic multiplication using an AND gate.
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tic computing is inherently tolerant of bit-flip errors. However,

such computing has some drawbacks. For instance, meeting

higher precision requirement leads to exponential increase in

the computing times of the stochastic circuits, especially when

not ensuring sufficiently low correlation among the circuit’s

signals [3]. To explain, the stochastic multiplier in Fig. 2.4 re-

quires input signals that are pseudo-random and uncorrelated.

Meaning that, if the input bit-streams are both identical in bit-

for-bit representation X of x = 0.5 , i.e., maximally correlated,

the output will be the same as X with 0.5 instead of the expected

product of x1 × x2 = 0.52 = 0.25 —which is a huge error.

2.2.1.2 Non-Boolean circuits

Non-Boolean computing refers to the class of computing where

analog devices are used to store/process data. For example, a sin-

gle storage bit can correspond to more than 2 values at any instant

of time as opposed to combinational logic where a bit can only

correspond to truth-values (0 or 1) [111, 68, 22]. Non-Boolean cir-

cuits can go beyond these definitions. It has proven to be much

more efficient at various computational task, such as simulating

biological systems using analog transistors [50], than digital com-

puting. However, since analog computing uses continuous values,

processes cannot be reliably repeated with exact equivalence [19].

Moreover, existing analog computers have to be programmed man-

ually, i.e., a complex process that would be very time consuming

for large-scale and application-specific simulations [51]. However,

the potential for these technologies to perform useful non-Boolean

computations remains an opportunity to be explored.
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2.2.1.3 Approximate Circuits

Approximate circuits refer to a class of computing where deter-

ministic designs are used to produce outputs with some tolera-

ble level of missing accuracy in favour of improving performance

and energy-efficiency. Approximate computing does not involve as-

sumptions on the probabilistic nature when implementing circuits.

However, it often utilizes statistical properties to trade quality for

energy/power reduction [48]. For example, Fig. 2.5 illustrates the

accurate and approximate circuits for (2×2) multiplier suggested

in [65]. The error statistics of the approximate circuit are shown

in Table 2.1. The main objective is to introduce error into the mul-

tiplier by manipulating its logic function. It can be observed that

it is possible to represent the output of (2×2) multiplication using

just three bits instead of four. As a result, the approximate circuit

has an incorrect output out of the sixteen possible inputs (with

a magnitude of 9−7 = 2 and a probability of 1/16 (assuming a

uniform input distribution). However, the approximate multiplier

in Fig. 2.5-(a) has nearly half the area of the accurate one, with

shorter critical path and less interconnect. Thus, the approximate

version offers the potential for significant dynamic power reduction

B0

A0

B1

A0

B0

A1

B1

A1

‘0’ Out3

Out2

Out1

Out0

B1

A0

B0

A1

B1

A1

Out3

Out2

Out1

Out0

.
.

B0

A0

.
.

(a) (b)

Figure 2.5: Example of a (2×2) multiplier: (a) approximate, and (b) accu-
rate, with the critical paths highlighted [65].
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Table 2.1: Truth table for the accurate and approximate (2×2) multipliers,
used to obtain comparative error analysis in Fig. 2.5, with
changed entry highlighted.

Inputs Outputs Error

B1 B0 A1 A0 Accurate Approximate Free Distance

0 0 0 0 0000 0000
p

0

0 0 0 1 0000 0000
p

0

0 0 1 0 0000 0000
p

0

0 0 1 1 0000 0000
p

0

0 1 0 0 0000 0000
p

0

0 1 0 1 0100 0100
p

0

0 1 1 0 0010 0010
p

0

0 1 1 1 0011 0011
p

0

1 0 0 0 0000 0000
p

0

1 0 0 1 0010 0010
p

0

1 0 1 0 0100 0100
p

0

1 0 1 1 0110 0110
p

0

1 1 0 0 0000 0000
p

0

1 1 0 1 0011 0011
p

0

1 1 1 0 0110 0110
p

0

1 1 1 1 1001 0111 × 2

for the same frequency of operation —due to smaller switching

capacitance.

The key principle of the above imprecise hardware designs (i.e.,

probabilistic, non-Boolean and approximate) is to trade little ac-

curacy loss in the output for improving performance and energy

efficiency in emerging computing systems. However, a taxonomy of

approximate circuits is further discussed in the following sections,

showing their potential to benefit many emerging applications us-

ing different design approaches. In the next subsection, we define

the intrinsic attribute of imprecision-resilience in a wide range of

applications.
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2.2.1.4 Explioting Imprecision-Resilience

Approximate computing exploits the inherent resilience in a broad

spectrum of hardware implementations by relaxing the need for

completely precise or totally deterministic operations. Recently,

however, ideas have emerged how to make errors help reduce run-

time of operations and power consumption. Errors are becoming

an intentional feature in the hardware design because of tangible

trade-offs and application-based error-resilience. Error-resilience

can be defined as the characteristic of a system to produce ac-

ceptable results regardless of task computations being achieved

imprecisely.

Approximate computing design requires a deeper knowledge of

inherent resilience applications [48]. It can improve the perfor-

mance and energy efficiency by exploiting perceptual limitation

(i.e., errors are not recognizable because human perception capa-

bilities, e.g., in multimedia applications). Such applications can ad-

equately operate without the need of functional equivalence of the

specification and implementation. These applications are common

in the hardware circuits mobile, embedded, and server systems

and can be broadly classified into four categories [127, 35, 48]:

• applications with analog inputs that operate on noisy real-world

data, such as image processing, sensor data processing, voice

recognition,

• applications with analog output prepared for human perception,

such as multimedia, image rendering, sound synthesis,

• applications with no golden answer, such as web search and

machine learning, and

• iterative and convergent applications that iteratively process

large amounts of redundant data and the quality of result (QoR)
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depends on the number of iterations. This redundancy often

means that an algorithm can be lossy and still be sufficient.

Approximate circuits harness imprecision-resilience in the above

applications and thereby offer substantial reduction in delay and

energy consumption. This can be done by different explicit design

approaches, which are discussed as follows.

2.2.2 Taxonomy of Approximate Circuits

Applying the concept of approximate computing in hardware con-

sists of two basic design approaches [107, 109, 78]:

• Timing-induced approximation (voltage over-scaling (VOS)

and over-clocking), and

• Functional approximation.

Fig. 2.6 shows a taxonomy of design approaches in approximate

circuits. The voltage over-scaling [96, 76] and over-clocking [27, 28]

approaches use ordinary circuits that work perfectly fine under

usual circumstances. The first design approach can reduce power

consumption by scaling the supply voltage below nominal value,

which can cause the occurrence of occasional violations. Generally,

in CMOS technology, the power consumption associated with task

Approximate Circuits

Timing-inducedFunctional

Over-ClockingVoltage Over-Scaling

Figure 2.6: Taxonomy of approximate circuits.
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is dominated by dynamic power dissipation Pd ynamic, which is

given by [95]:

Pd ynamic = Ce f f ·V 2
dd · f , (2.2)

where Vdd is the supply voltage, Ce f f is the effective switched

capacitance, and f is the clock frequency. Therefore, scaling down

the supply voltage leads to an overall quadratic reduction in the

energy to complete a task. However, while maintaining a fixed

performance, aggressive scaling of supply voltage leads to timing

errors. The literature have shown different ways to reduce the

impact of such induced errors in the systems, such as adding

error detection and correction circuits, which often operate within

normal supply voltage [86].

Over-clocking can achieve more performance by improving

circuit’s working frequency over the maximum frequency. This

leads to the occurrence of timing errors, but better overall per-

formance [27, 28]. Generally, for any given voltage, the circuit

will have a maximum “stable" speed where they still operate cor-

rectly. However, while operating on constant voltage, a designer

may trade the manufacturer’s safety margin by setting the de-

vice to run in the higher end of the margin. For example, a work

towards “overclocking friendly”, in online arithmetic implemen-

tations, shows that exercising over-clocking technique for serial

operations can gain large performance benefits with a graceful

degradation of timing violations [113].

Unlike voltage/frequency over-scaling, functional approximation

does not use the original circuit but a specially designed one in-

stead. This circuit is redesigned without fully Boolean logic imple-

mentation described in the specification. For instance, a common

method for implementing functional approximation is to omit the
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less significant bits of the result by removing related logic. This is

expected to reduce the circuit complexity (i.e., critical path), and

therefore, achieving more performance/energy efficiency than the

accurate version, with some amount of error in the less significant

bits of output. However, the above-mentioned approaches used by

approximate circuits are further discussed from the perspective of

multiplier design, since it is the main theme of this thesis. The next

subsection introduces a brief overview for applying the concept of

approximate computing in arithmetic circuits.

2.2.2.1 Approximate Arithmetic

Approximate arithmetic, such as approximate adders and multipli-

ers, can be exploited as means of reducing energy requirements,

increasing speed, minimizing cost and improving reliability in var-

ious computing systems [59]. They have been largely present in

computing systems using fixed-point [42] and floating point oper-

ations [120]. The main goal has been to obtain exact or close to

exact outputs by using error mitigation techniques ranging from

increasingly sophisticated rounding to interval arithmetic [29].

Literature has presented different techniques for approximate

arithmetic [59], particulary for adders and multipliers. Comparing

to multipliers, approximate adders have been attracting most at-

tention [48]. The main design approaches for approximate adders

are surveyed into [59, 29, 48]. The next section discusses the re-

lated work in the domain approximate multipliers found up to

date.
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2.3 A P P R O X I M AT E M U LT I P L I E R D E S I G N

A multiplier design has a significant impact on the performance

and power dissipation of modern applications [58, 29], such as

digital signal processing, multi-media, computer vision, robotics,

machine learning, pattern recognition and data analytics. This is

due to two main reasons:

• Multiplier is one of the most energy-demanding data processing

units in arithmetic processors. Compared to other units, such as

adders, multipliers have complex logic design in terms of logic

cell counts and length of critical path.

• Most of the algorithms exercised by compute-intensive applica-

tions use a large number of multiplication operations to compute

results.

Thus, as a crucial arithmetic unit, any improvement made in

the power/speed of a multiplier are expected to largely impact on

the overall system performance/energy trade-offs. In the literature,

many approaches have been used to generate various approximate

multiplier designs. Not all of these approaches are entirely fall

under the concept of approximate computing. For instance, mul-

tipliers have been redesigned based on PCMOS technology [43],

quantum theory [18] and stochastic concept [115]. Another design

approaches target the multiplier for FPGA-based hardware accel-

erators [123, 122]. However, the next part presents a taxonomy of

approximate multiplier designs that is then used to survey and

classify the state-of-the-art research in this area.
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2.3.1 Taxonomy and Survey

In this section, we present a taxonomy of six different directions

to classify the related research efforts of approximate multiplier

design (see Fig. 2.7). From the perspective of approximate circuit

approaches, these efforts can be largely categorized as modifica-

tions of either timing or functional behaviours.

Firstly, the timing behaviour of multiplier design can be al-

tered using aggressive supply voltage scaling or over-clocking tech-

niques [79, 73, 113]. Operating below nominal voltage allows for re-

ductions in energy consumption at the cost of time-induced errors.

The bounds of these errors can be predicted, and so extra error-
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Figure 2.7: Multi-dimensional taxonomy of approximate multiplier de-
signs.
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compensation circuits need to be incorporated [30, 44]. Fig. 2.8

demonstrates an example of subjecting VOS to sequential 2-bit

multiplier circuit. After scaling the supply voltage below the nomi-

nal value, a number of paths fails to meet the delay constraints.

However, the timing failures are typically caused by long carry

chains, i.e., impact the more significant bits of the final product

(seeFig. 2.8-b). It is therefore necessary to quantify the impact of

timing violation by modifying the conventional multiplier to allow

for graceful degradation [113]. Subjecting VOS or over-clocking

to arithmetic circuits without losing the accuracy of the output is

still an open challenge (This challenge will be discussed further in

Section 2.3.2).

Vmin

Vmax

No errors

2x2 MULA0

A1

B0

B1

P0

P1

P2

P3

(a)

Vmin

Vmax

Time-induced errors

2x2 MULA0

A1

B0

B1

P0

P1

P2

P3

(b)

Figure 2.8: An example of (2×2) multiplier: (a) operating within safe volt-
age range; (b) lowering the supply voltage below its nominal
value.

Secondly, functional modifications deal with logic reduction tech-

niques and can be performed by relaxing the need for accurate

Boolean equivalence of the specification and implementation. This

is leveraged to achieve more energy-efficiency and to accelerate

computations.

A common example of functional modifications of approximate

multipliers is truncation of the least significant columns, such

as when performing fixed-point [25] (i.e., two n-bit input multi-

plicands producing an n-bit output) and floating-piont multipli-

cation [131]. Truncating multiplier product terms allows for the
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elimination of some of the least significant columns in the partial

product matrix (PPM). Fig. 2.9 shows different degrees of truncation

in the case of (8×8) approximate multiplier. Truncated multiplica-

tion provides an efficient method for reducing the power dissipa-

tion and silicon area [25, 90, 118, 119, 60]. As more columns are

eliminated, further energy reduction is achieved; however, errors

increase very rapidly. Additionally, as the operand size increases,

the relative reduction in energy and cell count also increase [104].

Note that, critical path will not be remarkably shortened unless

the columns truncated exceed the critical column–which leads to

a huge error (see Fig. 2.9). Therefore, there is an essential need

to verifying the truncated multipliers and quantifying associated

8-bit
8-bitX X

34

XX

5 6

(b) (a)

(d)(c)

Figure 2.9: Increasing the level of truncation from; (a) 3; (b) 4; (c) 5; and
(d) 6 columns, translates into additional reductions in area
and power; however, error is maximized and this method is
not effective to reduce the critical column of the accumulation
tree (highlighted in dotted rectangles).
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errors. A number of heuristically inspired schemes exist in the

literature and attempt to minimise the impact of error, such as

average absolute error or mean square error. Another attempts to

create faithfully rounded multipliers based on truncation [64] and

analytic error bounds [25].

Modular re-design with low-complexity combinational logic is

another effective technique [65, 71]. This allows for building larger

energy-efficient multipliers using small approximate ones; how-

ever, the hierarchical organization of small approximate blocks will

eventually propagate errors, which increase with the multiplier

size. Fig. 2.10 describes the process of designing larger multipliers

when using (2×2) approximate multiplier as a building blocks. The

increased input bit-width of the multiplier translates into higher

size of accumulation tree leading to increased height of critical

column. However, scalability is not simple and this method may

not significantly reduce the critical path, also the hierarchical or-

ganization of small approximate blocks will eventually propagate

errors which increase with the multiplier size (see Fig. 2.10).
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2x2 2x2 2x2 

2x2 2x2 

2x2 

2x2 2x2 
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2x2 

2x2

2x2 

2x2 

2x2 2x2 
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2x2 2x2 

2x2 

2x2 

2x2

Critical

Column

(b) (a)

(d)(c)

Figure 2.10: Using (2×2) approximate multiplier blocks to build larger
energy-efficient multipliers [65].
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Fig. 2.11 describes another attempt to design large efficient

multiplier, constructed by small approximate and accurate ones,

using recursive multiplication scheme [8]. The idea is to use the

approximate multiplier blocks to produce the less significant bits

of the product while the more significant bits are generated using

accurate blocks. To reduce the latency of the accurate multiplier

two ways have been applied; (i) applying the recursive scheme

once more using smaller multiplier blocks, and (ii) adding carry-in

prediction logic to reduce the carry chain through addition stage

(see Fig. 2.11).
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Figure 2.11: Different sizes of approximate and accurate multipliers are
used to build large recursive multiplier for pipelined archi-
tecture [8]; the carry-in logic is used for the approximate
partial product computation only (AHBL, ALBH , ALBL) and
not for the accurate AHBH .

A software-based perforation technique has been proposed [134]

by obtaining the optimized set of partial product terms based on

power-area-accuracy trade-offs. The partial product perforation

technique omits the generation of k successive partial products

starting from the jth one. Fig. 2.12 depicts an example of applying

the partial product perforation method on an 8-bit multiplier with
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X X
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Critical 
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3

Figure 2.12: The partial product accumulation tree: (a) of an accurate (8×
8) multiplier; (b) design parameters are set using multiple
EDA tools, and (c) the reduced partial product matrix after
applying the partial product perforation with j =2 and k =
3 [134].

j=2 and k=3 configuration values. These parameters are controlled

by various EDA tools at design-time for optimal approximate

multiplier configurations and error constraints. The literature

shows a number of power- and area-efficient multiplier redesign

approaches, that have been proposed by changing the functional

behavior. These changes extend from the architecture [133, 52] to

transistor-level [47].

Generally, the structure of a parallel multiplier consists of three

main components: the partial product generator, partial product

accumulation-tree, and final adder. Thus, the efforts in the domain

of the approximate multiplier design can be classified based on the

approximation in these components. For example, trucation and

software-based perforation [134] are common methods for applying

approximation through partial product formation. Such methods

jointly consider the deletion, reduction, truncation, and round-

ing of partial product bits to minimize the hardware complexity

associated with the partial product reduction-tree [64].

However, some design techniques begin to generate all product

terms, as the accurate multiplier, and then involve approxima-

tion to speed up the process of partial product reduction in the

accumulation-tree. To achieve this goal, one of the common de-
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sign technique is to use approximate compressors [45, 12], such as

(4:2) compressors to decrease the number of the reduction stages

of a Wallace-tree [70] and Dadda-tree multipliers [80]. Another

design technique is to omit some cells of CSA in array multiplier

design, leading to a smaller and faster multipliers while introduc-

ing approximate results [74], or by reducing the logic counts in

a speculative carry-save reduction tree using (k:2) counters with

k > 3 [21]. Recently, algorithmic method for allocating high-order

approximate compressors, obtained in a systematic way, aims at

improving energy efficiency with minimizing the error probability

and the average error [38].

Lastly, the final adder can be approximated by means of cutting

the carry-chain required for summing product terms. Thereby, this

way is expected to improve the performance efficiency, particularly

with column-compression multiplier designs, such as Wallace- and

Dadda-tree methods. This is because final adder is considered as

dominant component of the multiplier delay. A recent work in [36]

presents a realistic MAC architecture in which accurate generation

and Wallace compression for the partial-products are followed by a

final (approximated) carry propagating adder.

Automated design approaches [125, 127, 85, 126, 97] present

design flows for synthesizing approximate circuits using circuit

activity profiles and quality bounds. For example, the systematic

methodology for automatic logic synthesis of approximate circuits

(SALSA) [125] begins with an RT-level description of the accu-

rate circuit and an error constraint. The approach introduces Q-

function, which determines whether the quality constraints are

satisfied, when comparing both approximate and original outputs.

Fig. 2.13 describes the use of Q-function to formulate the problem

of approximate synthesis. The idea is to iteratively modify the
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Inputs

Outputsapprox

Accurate

Circuit

Approximate

Circuit

Outputsaccur

Quality 

Function

Q

Figure 2.13: The quality constraint circuit proposed by SALSA [125] (Q
is a single Boolean value).

behavioural description of approximate circuit with the aim of

reducing the complexity of approximate circuit, with keeping the

output of the Q-function unchanged.

Recently, evolutionary circuit design shows some evolved im-

plementations of target circuits that can be considered as inno-

vative [124]. However, the evolutionary design approach fails in

producing useful implementations for approximate complex cir-

cuits, such as 32-bit or 64-bit approximate multiplier. A promising

evolutionary design process has been implemented within the ABC

tool and extensively evaluated on functional approximation of dif-

ferent sizes of multipliers up to 32-bit [15]. Table 2.2 summarizes

the key features and limitations of research efforts to date in the

domain of approximate multipliers.
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Conflicting performance-energy-accuracy tradeoffs of the above

design techniques make it difficult to select the most suitable ap-

proximate multiplier for a specific application. Recently, many

comparative evaluations of the existing approximate multipliers

can be found in the literature [75, 12, 58, 82]. However, while the

benefits of approximate multiplier design (i.e., reductions in power,

delay and often area) are unquestionable it is necessary to care-

fully evaluate the impact of errors committed by different design

techniques for approximate multiplier design. Hence, the following

part discusses the evaluation of the imprecision associated with

different approximations of multiplier design.

2.3.2 Error Evaluation and Challenges

Various approximate multipliers aim at achieving energy/de-

lay/area reduction at the cost of a certain amount of imprecision

introduced to the output. Many emerging applications are inher-

ently able to tolerate the presence of a certain amount of such

imprecision for many reasons, such as intrinsically embed redun-

dancy and perceptual limitations (see Section 2.2.1.4). Thus, for

safety-critical applications, it is very important to identify a trade

off between approximation introduced by multiplication and re-

liability. Generally, the imprecision of approximate multipliers

is quantified as an error with respect to the accurate result and

measured using a wide variety of error metrics.

2.3.2.1 Error Metrics

Different error metrics have been developed for the purpose of

examining the impact of imprecision introduced by approximate

arithmetic circuits [69, 13, 72, 106]. In this thesis, the error metrics
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in the domain of approximate multiplier can be classified into four

groups as follows:

• error distance (ED): a group of error metrics describes the mag-

nitude of deviation of an approximate product from the corre-

sponding accurate one. The worst-case error is defined as the

maximum absolute ED can be obtained for the all possible in-

puts. Sometimes, a condition of ED ≥ τ is followed to consider

the set of inputs that makes the approximate output differs

from the accurate one by a threshold τ. Another metrics can

be derived from ED, such as the average error magnitude (i.e.,

the average of all EDs), which is expressed as the ratio of all

absolute EDs over the number of input operands,

• error probability (EP): which measures the rate of occurrence

of imprecise outputs in the approximate multiplier. A careful

estimation of EP is beneficial when sequential multipliers de-

cide to spend more clock cycles for error corrections [69, 8]. EP

can also be deemed as one of design characteristics, in which a

predefined threshold of EP should not be exceeded,

• error significance (ES): a group of error metrics quantifies the

error severity of the output of the approximate multiplier. ES

can thus determine if a approximate multiplier generates a

small or a huge error. Many error metrics have been derived

from the general definition of the error significance such as

relative error distance (RED) which defined as the ratio of

ED over the accurate output. Another related metric is the

mean relative error distance (MRED) (i.e., the average of all

REDs obtained from all possible input combinations), that can

be considered as an effective indicator for testing the quality

degradation [13], and
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• normalized error distance (NED): a group of nearly invariant

metrics, which is almost independent of the size of an approxi-

mate multiplier implementation. Thus, NED is an important

metrics for characterizing the reliability of multiple-bit approxi-

mate designs [69].

Since approximate multipliers are often used for achieving pow-

er/delay/area gains, different error metrics can be connected with

these gains to derive reliable metrics. For example, the product

of power and NED is further utilized for assessing the trade-offs

between power consumption and precision. Although the above

metrics have been addressed for multipliers, these metrics are

potentially useful in evaluating the different types of approxima-

tions in the arithmetic circuit designs. Note that, there is a group

of quality metrics used to evaluate the final outcome in various

applications, such as peak signal-to-noise ratio (PSNR) [55] for

measuring the quality of the image after processing with approxi-

mate circuits. However, for this thesis, the error metrics used to

evaluate the impact of different approximation is further discussed

in Section 3.4.

2.3.2.2 Error Evaluation Challenges

The basic premise of the above-mentioned metrics is to evaluate

the approximation introduced in multiplier design with respect to

the accurate outputs. However, in order to provide a more compre-

hensive picture of the error evaluation, this thesis briefly discusses

some challenges facing the process of quantifying imprecision of

approximate multiplier design:

• quantifying time-induce errors introduced by over-scaling and

over clocking. One of the suggested methods for this challenge
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is to convert timing-induced approximations into the functional

domain. An example introduced in [127], requires generation

of an equivalent ”untimed circuit", which represents the func-

tional behaviour of the over-scaled or over-clocked circuit. Thus,

constructing the ”untimed circuit" means that the error analysis

can be quantifiable by comparing its outputs with the accurate

circuit,

• large bit-width multiplier poses another challenge when the er-

ror analysis requires to go through all input combinations, such

as finding exact worst-case error. One of the suggested methods

for this challenge is to create analytical model [25]; however,

this not straightforward, since it generally depends on the way

that multiplier is approximated. Another available solution is

statistical analysis using Monte-Carlo simulation to obtain error

distribution for a selected ranges of the input operands. Simi-

lar challenge takes place when checking errors for approximate

multiplier using systematic and evolutionary approaches. For ex-

ample, checking of a predefined worst-case error for larger sizes

of multipliers needs relaxed equivalence checking [15], which

can be performed based on satisfiability (SAT) solving [127] and

based on binary decision diagrams (BDDs) [116]. However, the

research area of relaxed equivalence checking is rather unex-

plored as all existing formal approaches have been developed

for accurate equivalence checking [54],

• specifying a suitable error metric is highly application depen-

dent [107]. Meaning that, there is a need for a deeper under-

standing of inherent application resilience across a wide range

of applications [17]. Moreover, relying on a single or a group of

error metrics (such as error probability and average of errors), is
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often not effective for perfectly quality evaluation of final output

of a certain application, and

• error accumulation is another challenge for those applications

which iteratively exercise an approximate multiplier as a basic

unit. For instance, for a given application, feedback circuits

move back the product to the input side of sequential multiplier

design. Therefore, the quality of final output can be affected and

still continue operating in faulty states for many clock cycles.

Thus, it is important to build a robust error analysis in which a

designer can investigate any likely issue of error accumulation.

2.4 C O N C L U D I N G R E M A R K S A N D D I S C U S S I O N S

This chapter provides background and literature survey of approx-

imate circuits, with focusing in multiplier design. We distinguish

the efforts in approximate circuits from other energy-efficient cir-

cuits, such as probabilistic (e.g., PCMOS, quantum and stochas-

tic) and non-Boolean. Approximate circuits consists of functional

and voltage/frequency over-scaling approaches. These design ap-

proaches leverage the intrinsic imprecision-resilience in a wide

spectrum of emerging applications to improve the efficiency of

computing systems. As the approximate multiplier design is the

primary theme of this thesis, a multi-dimensional taxonomy and

comprehensive survey of the efforts in the domain of approximate

multiplier design, are summarized to date. The key principle of

these efforts is to achieve reduced logic complexity for improv-

ing energy efficiency at minimal precision loss. Nevertheless, the

existing techniques for approximate multiplier face different chal-

lenges (see Table 2.2). For instance, truncated multiplier offers

significant improvements in area and power; however, while more
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columns are eliminated, as means of reducing the hardware com-

plexity of accumulation tree, the resulting errors are maximised.

Also, additional overhead cost may be incurred by implementing

required error-compensation circuits. Another example when utiliz-

ing under-designed multipliers to build large but energy-efficient

ones, scalability is not simple and this method is not efficient to

reduce the length of critical column of accumulation tree. To this

end, in the following chapter, we will show an effective logic design

approach that use significance-driven logic compression (SDLC) to

mitigate the above challenges.



3

L O G I C C O M P R E S S I O N I N M U LT I P L I E R D E S I G N

3.1 I N T R O D U C T I O N

The previous chapter surveys methods for improving energy effi-

ciency within the domain of approximate circuit design. It provides

a taxonomy of various techniques for approximate computing to

make it easier to understand the merits of these techniques and

also to discuss expected cost of tackling approximate computing

across all design levels.

This chapter identifies the main core research contribution of

this thesis. It presents a novel approach for approximate multiplier

design using significance-driven logic compression (SDLC). Funda-

mental to this approach is an algorithmic and configurable lossy

compression of the partial product rows based on their progressive

bit significance. This is followed by the commutative remapping

of the resulting product terms to reduce the number of product

rows. As such, the complexity of the multiplier in terms of logic

cell counts and lengths of critical paths is drastically reduced. A

number of multipliers with different bit-widths (4-bit to 128-bit)

are designed in SystemVerilog and synthesized using Synopsys

Design Compiler. Post-synthesis experiments showed a substan-

tial decrease in run-time, power consumption and even in sili-

con area, compared to an accurate equivalent. These gains are

achieved with low accuracy losses estimated using different er-

ror metrics. Additionally, the performance-energy-quality (PEQ)

39
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trade-offs are demonstrated for different degrees of compression,

achieved through configurable logic clustering. A comparative anal-

ysis is included to evaluate the efficiency of the proposed multiplier

against other recent approximate multiplier designs in the litera-

ture. Also, the scalability of SDLC approach and the feasibility of

performing signed multiplication are discussed.

3.2 S I G N I FI CA N C E -D R I V E N L O G I C C O M P R E S S I O N A P -

P R O A C H

Without loss of generality, let us consider two N-bit binary inputs

for an (N×N) multiplier, the multiplicand (A = aN−12N−1+·· ·+a0)

and the multiplier (B = bN−12N−1+·· ·+b0). The product P can be

expressed as:

P = A ·B = p2N−122N−1 +·· ·+ p0 =
N−1∑
i=0

N−1∑
j=0

aib j2i+ j (3.1)

In parallel multiplication design, computation of P is generally

divided into three consecutive stages: i) partial product formation,

ii) partial product accumulation, and iii) carry propagation adder.

Fig. 3.1 shows the difference between the design stages in accurate

and the proposed multiplication. First, N2 AND gates are utilized

in parallel to generate N2 product terms of partial product matrix

(PPM). This matrix is then column-wise summed up by using differ-

ent accumulation methods, such as carry-save array, Wallace [128]

and Dadda-tree [23], followed by carry propagating adder (CPA) to

generate the final 2N-bit product. The performance, hardware com-

plexity and power consumption associated with multiplier design

depend largely on the maximum height of the accumulation tree.

The proposed approach decreased the number of vertical product
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(a) (b) 

Partial Product Formation (N2 terms). 

Accumulation of PPM. 

N-bit Multiplier     N-bit Multiplicand

2N-bit Accurate Product

Producing the final product using 

a Carry Propagation Adder.

Systematic logic compression of 

product terms for reducing the 

number of rows in PPM.

N-bit Multiplier    N-bit Multiplicand

2N-bit Approximate Product

Partial Product Formation (N2 terms). 

Accumulation of PPM. 

Producing the final product using 

a Carry Propagation Adder.

Figure 3.1: Process chart showing the difference between the major
stages in: (a) conventional multiplication, and (b) the pro-
posed approach to multiplication.

terms in the PPM with the aim of reducing the height of the critical

column in the accumulation tree. This can be achieved by following

two major steps demonstrated in Fig. 3.2. First, lossy compres-

sion is carried out through logic clustering. Second, the resulting

compressed terms are then remapped using their commutative

properties. As can be seen in Fig. 3.2, all partial products are gen-

erated using N2 AND gates, similar to conventional multiplication.

Before proceeding to the accumulation stage, the number of bits

in the partial product matrix is reduced by performing lossy logic

compression. The aim is to minimize the number of rows in the

PPM, thereby achieving low-complexity hardware before proceed-

ing to accumulation. To achieve lossy compression, we follow three

key principles as follows.

3.2.1 Logic Clustering

The proposed multiplier organizes the partial product terms using

different sizes of significant-driven logic clusters. Each logic cluster



3.2 S I G N I FI CA N C E -D R I V E N L O G I C C O M P R E S S I O N A P P R O A C H 42

A0B0

A7B1

A7B2 A0B2

A7B3 A6B3

A7B4 A6B4 A0B4

A7B5 A6B5 A5B5

A7B6 A6B6 A5B6 A0B6

A7B7 A6B7 A5B7 A4B7

O7,0 O6,0 O5,0 O4,0 O3,0 O2,0 O1,0

A6 A7

B1      B0

A5 A6
B1       B0

A4 A5
B1       B0

A3 A4
B1       B0

A2 A3
B1       B0

A1 A2
B1      B0

A0 A1

B1    B0

O6,2      O5,2     O4,2     O3,2     O2,2     O1,2

O5,4    O4,4      O3,4      O2,4    O1,4

O4,6     O3,6    O2,6      O1,6

O7,0     O6,0     O5,0     O4,0     O3,0      O2,0     O1,0

Logic Cluster 1
2X7

Logic Cluster 4
2X4

Logic Cluster 3
2X5

Logic Cluster 2
2X6

Logic clusters compress

a group of partial

product terms within two

successive rows based

on their progressive bit-

significance.

Commutative 

remapping allows 

halving the 

critical column of 

the PPM.

Step1:

Step2:

r  = 1

r  = 2

r  = 3

r  = 4

X A7 A6 A5 A4 A3 A2 A1 A0

B7 B6 B5 B4 B3 B2 B1 B0

A7B0 A6B0 A5B0 A4B0 A3B0 A2B0 A1B0 A0B0

A7B1 A6B1 A5B1 A4B1 A3B1 A2B1 A1B1 A0B1

A7B2 A6B2 A5B2 A4B2 A3B2 A2B2 A1B2 A0B2

A7B3 A6B3 A5B3 A4B3 A3B3 A2B3 A1B3 A0B3

A7B4 A6B4 A5B4 A4B4 A3B4 A2B4 A1B4 A0B4

A7B5 A6B5 A5B5 A4B5 A3B5 A2B5 A1B5 A0B5

A7B6 A6B6 A5B6 A4B6 A3B6 A2B6 A1B6 A0B6

A7B7 A6B7 A5B7 A4B7 A3B7 A2B7 A1B7 A0B7

A7B7 A7B6 A7B5 A7B4 A7B3 A7B2 A7B1 O7,0 O6,0 O5,0 O4,0 O3,0 O2,0 O1,0
A0B0

A6B7 A6B6 A6B5 A6B4 A6B3 O6,2 O5,2 O4,2 O3,2 O2,2 O1,2
A0B2

A5B7 A5B6 A5B5 O5,4 O4,4 O3,4 O2,4 O1,4
A0B4

A4B7 O4,6 O3,6 O2,6 O1,6
A0B6

P15 P14 P13 P12 P11 P10 P9 P8 P7 P6 P5 P4 P3 P2 P1 P0

Logic Cluster 1
(2X7)

Figure 3.2: Stylized demonstration of SDLC approach [93]: four differ-
ent sizes of logic clusters used to compress partial products
based on their progressive bit-significance in (8×8) parallel
multiplier architecture.

targets a group of columns containing two bits starting from the

least significant bits in successive partial products.

Two adjacent partial product terms belonging to the same col-

umn can be compressed in a single term by using 2-input OR gate

(see Fig. 3.2). Let us consider two of vertically aligned bits within

two successive partial products aib j and ai−1b j+1 of the (i+ j)th

column in the PPM. O2−bit
i+ j is an output of a logic cluster, expressed

as:

O2−bit
i+ j = aib j ∨ai−1b j+1 . (3.2)

For purposes of illustration, the logic cluster of size (2×L) targets a

group of consecutive partial product terms of a length of L columns
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within 2 rows. Each (2×L) logic cluster is responsible for two oper-

ations: i) generating 2L partial product bits within two contiguous

rows, i.e., L pairs of vertically aligned bits, by utilizing 2L AND

gates. Then, ii) minimizing these 2L bits by half using L OR gates.

Fig. 3.2 illustrates the utilization of four sizes of logic clusters in

(8×8) parallel multiplier. The first (2×7) logic cluster forms 14

partial products by utilizing 14 AND logic gates and extracts 7-bit

value by using an array of 7 OR logic gates. The second (2×6) logic

cluster minimizes 12 partial products into 6 bits. In a similar way

the third and fourth logic clusters use (2×5) and (2×4) to minimize

10 and 8 partial products into 5 and 4 bits, respectively. By doing

so, each logic cluster compresses a group of vertically aligned bits

within two successive partial products based on their progressive

bit significance.

3.2.2 Logic Compression

Using an array of OR gates in each logic cluster compresses the

partial product terms by half (see Fig. 3.2). A reduced set of

pre-processed partial product matrix is thus ready to be accu-

mulated by applying any convenient scheme of multiplication. In

theory, a two-input OR gate is sufficient to sum up two bits, i.e.,

‘0’+‘1’ = ‘1’+‘0’ = ‘0’∨‘1’ = ‘1’∨‘0’ = ‘1’ and also ‘0’+‘0’ = ‘0’∨‘0’ = ‘0’.

However, the OR gate fails to give an accurate sum if the two

inputs are “ones", i.e., ‘1’+‘1’ 6= ‘1’∨‘1’, the difference value is ‘1’ as

the adder returns ‘10’ and OR outputs ‘1’. So, the arithmetic sum

of two successive partial products belonging to the (i+ j)th column,

can be approximated as:

aib j +ai−1b j+1 'O2−bit
i+ j . (3.3)



3.2 S I G N I FI CA N C E -D R I V E N L O G I C C O M P R E S S I O N A P P R O A C H 44

By utilizing a parallel OR compressions through logic clusters,

the number of product terms inside the PPM will decreased at the

price of an error when the couple of partial product terms aib j

and ai−1b j+1 are both high, i.e., the error will be when aib j +
ai−1b j+1 6= O2−bit

i+ j . Under assumption that the input bits ai and

b j are uniformly and independently distributed, the probability

of having this error is given by: 1/16 (i.e., when all ai, b j, ai−1,

b j+1 equal to ’1’). However, the OR compression will not affect the

more significant bits of the final product as demonstrated below,

moreover error analysis is discussed in Section 3.4.

3.2.3 Progressive Cluster Sizing

Since the main goal is to design a power-efficient multiplier with

negligible loss of accuracy, the length of the logic clusters L is

decreased when going down in the PPM. The more significant bits

are treated with progressively higher precision, while bits with

lower significance are compressed using the SDLC approach. This

permits the most significant product terms to be accumulated on

a carry-propagation basis as in the conventional multiplier. Thus,

the accuracy of the significant bits of the final product is less

affected. In general, the length of logic cluster in 2-bit compression

used to produce L-bit array in the rth row of the compressed PPM,

is given by:

L2−bit(r)= N − r . (3.4)

Despite using the same number of AND gates as the accurate

multiplier, this approach will deterministically reduce the hard-

ware complexity of partial product accumulation, i.e. the count of
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the compressor cells needed in column compression multiplication

for Wallace and Dadda cases, and also the number of half and full

adders in the carry-save array will be decreased since the number

of bits in the accumulation tree is minimized.

3.2.4 Commutative Remapping

In the logic compression step (Section 3.2), the number of partial

product terms is reduced. This can be leveraged to minimize num-

ber of rows in the PPM prior to the accumulation stage. For this

purpose, the partial product terms resulted from the logic compres-

sion are remapped based on the commutative property of the bits,

i.e., bits with the same weight are gathered in the same column.

For example, in the case of (2×L) logic cluster, the height of

the critical column is reduced by half compared to the accurate

accumulation tree. The compressed and remapped bit-matrix after

applying commutative remapping of the bit sequence, is shown

at the bottom of Fig. 3.2. Due to the reduced number of rows, the

critical path delay is drastically shortened (see Section 3.5). The

height of the critical columns are further reduced with increased

logic compression depth as seen below.

3.2.5 Example of Utilizing 2-bit SDLC

To illustrate the multiplication process using 2-bit SDLC, an ar-

bitrary example of (42,617×38,587) is executed using (16×16)

propose multiplier is as shown in Fig 3.3.

Eight logic clusters of 2-bit depth are used to minimize the num-

ber of product terms in the PPM. The length of the logic clusters is

decreased from 15 bits for the first one to 8 bits for the eighth. The
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Figure 3.3: Eight different sizes of 2-bit logic clusters used to compress
partial products based on their progressive bit-significance
in (16×16) parallel multiplier architecture.

reduction in the size of the logic clusters allows more significant

product terms to be accumulated in carry-propagation basis like

accurate multiplier (see Section 3.2.3). The logic compression exer-

cised by the OR-gate arrays reduces the number of product terms

of the PPM. This is leveraged to minimize the number of the rows

in the accumulation tree by applying the commutative remapping

discussed (see Section 3.2.4). Thus, 8 rows are resulted after ap-

plying the proposed SDLC approach instead of 16 rows in the case

(16×16) accurate multiplier. From multiplier’s design perspective,

decreasing the number of rows in the accumulation tree can reduce

the hardware complexity and also the critical delay (see Section

3.5). The error distance (ED) between the accurate and the pro-

posed multiplier is (1,644,462,179−1,644,442,867= 19,312). The

relative error distance (RED) is the ratio of the error difference over

the accurate value (RED = 19,312 / 1,644,462,179 = 1.2× 10−5).
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The above values of ED and RED are expected to increase with

other binary numbers (e.g., string of 1’s on both multiplicands).

This is due to the increased likelihood of having two vertically

aligned 1’s within two successive rows —logic cluster will give

error (see Section 3.2.2). For further error analysis, Section 3.4

investigates the impact of error derived from the proposed mul-

tiplier, using different error metrics (such as worst-case ED and

error probability). Additionally, next chapter introduces an error-

compensation circuit to mitigate the impact of error derived from

SDLC (see Section 4.3).

3.3 VA R I A B L E L O G I C C L U S T E R A N D S CA L A B I L I T Y

The proposed approach is capable of achieving higher degrees of

compression by increasing logic cluster depth. Comparing to the

work in [93], the space of the product terms compressed by logic

cluster has been modified, when the depth of logic compression

spans over three or more rows in the PPM. This will provide scal-

ability and improve the quality of the proposed SDLC approach.

In this work, the level of logic compression obtained from (d×L)

logic cluster is denoted by d-bit logic compression, where d and L

indicate the depth and the length of product terms targeted by a

logic cluster, respectively.

Fig. 3.4 demonstrates the impact of increasing depth from 2- to

3- and 4-bit logic cluster in the case of (8×8), showing the key

steps in logic compression and commutative remapping. As can

be seen, with increased depth we can achieve further reduction in

the partial product terms, leading to fewer rows for final accumu-

lation and therefore more reductions in the hardware complexity

and energy consumption of the multiplier design (see Section 3.5).
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Figure 3.4: Dot diagram showing the impact of increasing the depth of
the logic clusters in the case of (8×8) multiplier: (a) clustering
a group of bits within 2 successive rows in the partial product
bit-matrix after bitwise multiplication; (b) generating a re-
duced set of product terms after targeting the depth of 2-row
logic compression; (c) ordered matrix after applying commuta-
tive remapping of the bit sequence resulting from the SDLC
approach; (d), (e) and (f) the same process when applying
3-bit logic compression; (g), (h) and (i) the same process when
applying 4-bit logic compression. The dotted rectangles at the
right indicate the heights of the critical columns which are
further reduced compared to the accurate accumulation tree.

However, this is achieved at the cost of increased error. The impact

of increasing the depth of logic clusters is demonstrated in the next

section.

3.3.1 General Space of d-bit Logic Cluster

Fig. 3.5 presents a general d-bit logic cluster. In general, (d×L)

logic cluster targets a group of consecutive partial product terms

of a length of L columns within d rows in PPM. A (d ×L) logic

cluster is used to compress the product terms into a row of L
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d-2d-2 N – d + 2 – r 
L = N + d – 2 – r

d123

Figure 3.5: Dot diagram showing the general space of targeted partial
product terms compressed by a (d×L) logic cluster to produce
array of L bits in rth row of the reduced partial product matrix
for (N ×N) multiplier using SDLC approach with d-bit logic
compression.

terms using an array of d-input OR gates. By following the same

concept in (3.2), let us consider a depth of d successive product

terms belonging to the (i+ j)th column in the PPM aib j, ai−1b j+1,

ai−2b j+2, · · · , ai−(d−1)b j+(d−1). Thus, Od−bit
i+ j is an output term of

logic cluster returned from logic compression in (i+ j)th column

and can be expressed as:

Od−bit
i+ j =

d−1∨
k=0

ai−kb j+k . (3.5)

The arithmetic sum of d successive partial products belonging to

the (i+ j)th column, can be approximated as:

d−1∑
k=0

ai−kb j+k 'Od−bit
i+ j . (3.6)

In general, an N-row PPM resulted from exact (N×N) multiplier

can be compressed to dN
d e rows, when utilizing SDLC approach

with d-bit logic cluster. Let us consider r as the row index of the

compressed and remapped partial product bit-matrix, in which r

is ranging from 1 (the first row in the top), to dN
d e (the last row at

the bottom). The length of logic cluster L represents the number

of columns targeted by logic compression, and equals to the length

of bit array added into rth row. L can be expressed by:
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Ld−bit(r)=


(N +d−2)− r, 1≤ r < dN

d e

(2N −3)− (d+1)(r−1), r = dN
d e

(3.7)

The length of last row is separated in the second line of (3.7) to

involve the length of the last logic cluster in case of N mod d 6= 0,

where the depth of the last cluster equals N mod d. For instance,

applying SDLC approach to (8×8) multiplier with 3-bit compression

requires d8
3e = 3 logic clusters, the first two logic clusters compress

group of product terms within 6 rows, i.e., 3 rows each, leaving only

two rows for the last logic cluster spans over 5 columns, see Fig. 3.4

(d). Note that, the most significant part of PPM, where the height of

the PPM is already lower or equal to d 8
d e, logic compression is not

required. In general, if i is the column index in the compressed and

remapped PPM, (noting that i=1 indicates to the least significant

column), the last column that can have an OR compression can be

obtained as:

i last = 2N −dN
d
e−1 . (3.8)

The last column affected by OR approximation in the case of

(8×8) multiplier is highlighted by dashed-line box in the Fig. 3.4

(c), (f) and (i)).

3.3.2 d-bit Logic Cluster: Compression Algorithm

Algorithm 3.1 explains the process of forming L-bit array resulted

from (d ×L) logic cluster for any N-bit multiplier. According to

(3.7), the length of the logic cluster depends on the row index

of the compressed and remapped PPM. For all r, except the last
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Algorithm 3.1 Generating the output bits of the logic cluster of
the rth row for the proposed (N ×N) multiplier using d-bit logic
clusters.

1: procedure LOGICCLUSTER(A,B, r)
2: Output:C[c1, c2, · · · , cL] //Output bits from logic cluster
3: Inputs: A[a1,a2, · · · ,aN ] //Multiplicand bits
4: B[b1,b2, · · · ,bN ] //Multiplier bits
5: r //Row index of the compressed and remapped PPM

6: if N
d = d N

d e or r 6= d N
d e then

//Forming (N+d-r-2)-bit output if (N mod d = 0)
7: ω ← 1 //initialize column

index
8: length = N +d−2− r
9: for x ← 1 to d-2 do

10: C[ω]← (A[x+1]∧B[d(r−1)+1])∨ (A[x]∧B[d(r−1)+2])
11: for y← 1 to x−1 do
12: C[ω]← C[ω]∨ (A[x− y]∧B[d(r−1)+2+ y])
13: end for
14: ω←ω+1
15: end for
16: for x ← 1 to N −d+2− r do
17: C[ω]← (A[x-d+1]∧B[d(r−1)+1])∨ (A[x+d-2]∧B[d(r-1)+2])
18: for y← 1 to d−2 do
19: C[ω]← C[ω]∨ (A[x+d−2− y]∧B[d(r−1)+2+ y])
20: end for
21: ω←ω+1
22: end for
23: for x ← 1 to d-2 do
24: C[ω]← (A[N − r−1]∧B[d(r-1)+1+x])∨ (A[N-r]∧B[d(r-1)+2+x])
25: for y← 1 to d−2− x do
26: C[ω]← C[ω]∨ (A[N − r− y]∧B[d(r−1)+2+ x+ y])
27: end for
28: ω←ω+1
29: end for

30: else if N mod d = 1 then
//Forming (2N-(d+1)(r-1)-3)-bit output if (N mod d = 1) in last row

31: length = 2N − (d+1)(r−1)−3
32: for x ← 1 to length do
33: C[x]← (A[x+1]∧B[N])
34: end for

35: else
//Forming (2N-(d+1)(r-1)-3)-bit output if (N mod d 6= 1 6= 0) in last row

36: ω← 1
37: length = 2N − (d+1)(r−1)−3
38: d́ = N mod d
39: for x ← 1 to d́−2 do
40: C[ω]← (A[x+1]∧B[d(r−1)+1])∨ (A[x]∧B[d(r−1)+2])
41: for y← 1 to x−1 do
42: C[ω]← C[ω]∨ (A[x− y]∧B[d(r−1)+2+ y])
43: end for
44: ω←ω+1
45: end for
46: for x ← 1 to length−2(d́−2) do
47: C[ω]← (A[x+ d́−1]∧B[d(r−1)+1])∨ (A[x+d́-2]∧B[d(r-1)+2])
48: for y← 1 to d́−2 do
49: C[ω]← C[ω]∨ (A[x+ d́−2− y]∧B[d(r−1)+2+ y])
50: end for
51: ω←ω+1
52: end for
53: for x ← 1 to d́−2 do
54: C[ω]← (A[N − r+1]∧B[d(r-1)+1+x])∨ (A[N-r]∧B[d(r-1)+2+x])
55: for y← 1 to d́−2− x do
56: C[ω]← C[ω]∨ (A[N − r− y]∧B[d(r−1)+2+ x+ y])
57: end for
58: ω←ω+1
59: end for
60: end if
61: return C
62: end procedure
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one, the algorithm begins to generate (N +d−2− r) bits to each

row. To explain, the first (d−2) less significant bits as indicated

in Line 9 to 15 and highlighted in area 1 (see Fig. 3.5). In this

area, the logic cluster compresses two partial product terms in the

least significant column and increases the level of compression to

(d −1) partial products in the (d −2)th column. This is followed

by forming (N − d +2− r) bits of area 2 in Fig. 3.5, as referred

in the Lines 16 to 22. Lastly, Lines 23 to 29 indicate generation

of the more significant (d −2) bits of area 3. However, when (N

mod d) 6= 0, the logic cluster returns (2N −3)− (d +1)(r−1) bits

at the last row. In such a case, if the value of (N mod d)= 1, i.e.,

logic compression in the last row is not required, the product terms

generated by bitwise ANDing as the exact PPM, see Lines 32 to 34,

otherwise, when (N mod d) = d́, where d́ 6= 1 and d́ 6= 0 (see line

38), the logic compression is required by using d ′-bit logic cluster

using the same steps, see Lines 36 to 62.

However, for purposes of illustration, each row in the compressed

and remapped partial product bit-matrix can be subdivided into

four parts (for instance, each row illustrated in the Fig. 3.4 (c), (f)

and (i))

(i) the less-significant zero bits that represent the number of

consecutive shifts at the beginning of each row, given by:

lzeros(r)= d(r−1) . (3.9)

Then,

(ii) the first product term which is unaffected by the logic com-

pression which can be formed as:

A(1)∧B(d(r−1)+1) , (3.10)
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followed by,

(iii) the array of L bits returned from logic cluster given by (3.7)

and demonstrated in Algorithm 3.1. Lastly,

(iv) the most significant part of the rth, which is unaffected by

the logic compression, the length of bits that compose the

unaffected most significant part in the rth is obtained as:

lMSB(r)=


N −dr+1, 1≤ r < dN

d e.

1, r = dN
d e.

(3.11)

3.3.3 Scalability for (N ×N) SDLC Multiplier Design

The proposed SDLC approach using d-bit compression is scalable for

any (N ×N) multiplier, as shown in Algorithm 3.2. This algorithm

generates a compressed and remapped partial product bit-matrix

M Line 21, which can then be treated as an accumulation tree

by any scheme of multiplication, such as carry-save, Wallace and

Dadda accumulation methods. The main loop Lines 5 to 20 is

responsible for forming and remapping product terms in dN
d e-row

approximated matrix, as demonstrated in Fig. 3.4. Lines 7 to 10

indicate forming of the less-significant zero bits that represent the

number of consecutive shifts at the beginning of row r, managed

by (3.9). The first product term unaffected by the logic compression

is formed in Line 11. This followed by generating L bits from the

logic cluster using (3.7), this is shown in Line 13 by retrieving

Algorithm 3.1. Lines 15 to 20 refer to forming the most significant

part of r, which is unaffected by the logic compression, described

by (3.11).
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Algorithm 3.2 Generating a reduced partial product matrix
M for (N × N) multiplier using SDLC approach with d-bit logic
clusters,∀{d ∈ {2,3, ..., N}.

procedure RPPM(M, A,B)

Output:M =


m1,1 · · · m1,2N

...
...

...

m⌈
N
d

⌉
,1

· · · m⌈
N
d

⌉
,2N

 //Compressed Matrix

Inputs: A[a1,a2, · · · ,aN ] //Multiplicand bits
B[b1,b2, · · · ,bN ] //Multiplier bits

//Forming rows of M
for r ← 1 to d N

d e do
ρ← 1 //initialize column index

//Shifting by zeros at the beginning of row r
for z ← 1 to d(r−1) do

M[r][ρ]← "0"
ρ← ρ+1

end for

//Forming unaffected first bit in row r
M[r][ρ]← A[1]∧B[d(r−1)+1]
ρ← ρ+1

//Forming outputs of logic cluster r
M[r][ρ:ρ+length]←LOGICCLUSTER(A,B, r) //length is defined using (3.7)
ρ← ρ+ length+1

//Forming unaffected MSBs in row r
for k ← 1 to N-dr do

M[r][ρ]← A[N-r+1]∧B[rd+k-1]
ρ← ρ+1

end for
M[r][ρ]← A[N-r+1]∧B[N]

end for

return M //M is then treated as a reduced accumulation tree
end procedure



3.3 VA R I A B L E L O G I C C L U S T E R A N D S CA L A B I L I T Y 55

3.3.4 Examples of Utilizing d-bit SDLC

In Section 3.2.5, we illustrate an example of the multiplication

process using 2-bit SDLC. In this section, the same example of

(42,713×37,548) is executed using (16×16) propose multiplier

using 3-, 4-, 5-, 6-, 7- and 8-bit depth of logic clusters, as shown in

Fig 3.6 to Fig 3.11.

In the case of 3-bit SDLC, five logic clusters are used to minimize

the number of product terms in the partial product bit-matrix. The

length of the logic clusters are decreased from 16 bits for the first

one to 12 bits for the fifth (as described by (3.7)). Compared to 2-bit

SDLC, both length and the depth of the logic clusters are increased

for all compression levels (from 3- to 8-bit SDLC). This can explain

the increasing trend in the error difference from 610032 (RED =
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Figure 3.6: Five different sizes of 3-bit logic clusters used to compress
partial products based on their progressive bit-significance
in (16×16) parallel multiplier architecture.
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3.7×10−4) in the case of 3-bit SDLC to 44337768 (RED = 0.02315)

in 8-bit SDLC.

In the examples shown in Fig 3.6 to Fig 3.11, the logic com-

pression exercised by the OR-gate arrays reduces the number of

product terms of the partial product bit-matrix. Thus, instead of

having 16-row accumulation tree for (16×16) accurate multiplier,

applying commutative remapping produces only 6, 4, 4, 3, 3 and 2

rows for 3- to 8-bit SDLC, respectively.

Depending on the concept in (3.5), increased depth of logic cluster

can achieve further reduction in the number of product terms,

leading to a fewer rows in the accumulation tree. However, the

probability of having error from OR compression will increase as

will be discussed next.
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Figure 3.7: Four different sizes of 4-bit logic clusters used to compress
partial products based on their progressive bit-significance
in (16×16) parallel multiplier architecture.
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Figure 3.8: Three different sizes of 5-bit logic clusters used to compress
partial products based on their progressive bit-significance
in (16×16) parallel multiplier architecture.
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Figure 3.9: Two different sizes of 6-bit combined with 4-bit logic clusters
used to compress partial products based on their progressive
bit-significance in (16×16) parallel multiplier architecture.
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Figure 3.10: Two different sizes of 7-bit combined with 2-bit logic clusters
used to compress partial products based on their progressive
bit-significance in (16×16) parallel multiplier architecture.
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Figure 3.11: Two different sizes of 8-bit logic clusters used to compress
partial products based on their progressive bit-significance
in (16×16) parallel multiplier architecture.

3.4 E R R O R A N A LY S I S

In the the previous sections, for (N×N) multiplier, generating com-

pressed and remapped PPM using (d×L) logic clusters has been
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discussed. In this section, the impact of the error derived from the

proposed SDLC approach, for different sizes of multipliers, is exam-

ined. Several error metrics have been discussed in [69] and [72] for

evaluating the effectiveness and quantifying errors of approximate

adders and multipliers. For any (N ×N) approximate multiplier,

the ED is defined as the arithmetic difference between the accurate

product (P) and erroneous product (P ′), i.e., ED = ∣∣P −P ′∣∣. Since

the output of the SDLC approach is under-approximated, i.e., the

final product derived from the proposed approach is always lower

than or equal to the product produced by exact multiplier, ED can

be expressed as, P −P ′. The mean error distance (MED) is defined

as the average of the ED values and obtained as:

MED =
∑22N−1

i=0 ED i

22N . (3.12)

Also, the mean squared error (MSE) is defined as the average of

the squared ED values, which given by:

MSE =
∑22N−1

i=0 ED2
i

22N . (3.13)

The relative RED is another useful error metric defined as the

ratio of ED over the accurate output, i.e., RED= ED
P = P−P ′

P . The

error probability (EP) is defined as the ratio of incorrect outputs

with respect to the total number of outputs. For any (N ×N) ap-

proximate multiplier, the mean relative error distance (MRED), i.e.,

mean RED, is defined as [69]:

MRED =
∑22N−1

i=0 RED i

22N . (3.14)
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For comparing multipliers of different sizes, normalized mean

relative error distance (NMRED), i.e., normalized MRED, is included

in the error analysis of this thesis, and given, using (3.14), by:

NMRED = MRED
Pmax

, (3.15)

where Pmax is the maximum product that can be obtained from an

(N ×N) accurate multiplier, i.e., Pmax = (2N −1)2. The normalized

mean error distance (NMED), i.e., normalized MED, is another met-

ric used to evaluate the impact of errors for different sizes of

approximate multipliers, expressed, using (3.12), as [69]:

NMED = MED
Pmax

, (3.16)

In this work, we include normalized mean squared error (NMSE),

i.e., normalized MSE, defined, using (3.13), as:

NMSE = MSE
(Pmax)(P ′

max)
' MSE

P2
max

, (3.17)

where P ′
max is the maximum product that can be obtained from

a proposed (N × N) approximate multiplier. Using NMSE metric

for analysing error derived from approximate multipliers has the

following advantages: i) avoids bias towards different approximate

multipliers that under-approximate and over-approximate, and ii)

helps to explain the impact of using approximate multipliers for a

set of applications, when the user-experience metrics depends on

MSE, such as the peak signal-to-noise ratio (PSNR) (see Section 5.2).

The simulations are performed in Matlab by implementing a

functional model of the SDLC approach. The response of all approxi-

mate multipliers is evaluated considering all possible combinations

of operands if N < 16. Monte Carlo approach is used to simulate

the functional model of the proposed SDLC if the size of operands
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are 16-bit or more, since the simulations run very slow. Using

Monte Carlo approach provides different distribution functions to

represent all input variables, i.e., multiplicand and multiplier com-

binations involved in the simulations. For simplicity, the inputs for

the multiplier discussed in Algorithm 3.2 are obtained as follows.

First, the size of the multiplier N and the depth of logic cluster d

are selected, then both operands of multiplicand and multiplier

are both assumed to be a random variables with uniform distri-

butions for the all values between 0 and 2N −1. The simulations

are repeated for 220 input vectors in the case of N ≥ 16. Note that,

the equations (3.12) to (3.14) are applicable when evaluating the

proposed SDLC approach for all possible combinations of operands.

However, for Monte Carlo simulation, the term 22N in the denomi-

nator is replaced by the number of multiplication times performed

by each simulation, which is equivalent to 220 in this work.

Table 3.1 shows four error metrics using varying sizes of the

proposed multiplier in the case of 2-bit logic compression. It can

be seen that MRED and NMED fall drastically as the size of the

multiplier is increased from 4 to 16-bit. The increasing trend in the

error probability (EP) is expected due to the increased bit-width

of the multiplier. This is because the error occurrence increases

as well due to the growing likelihood of finding a pair of verti-

cally aligned “ones" through two successive rows. In such cases,

the corresponding OR gate will return an error, as detailed in

Section 3.2.2.

The error probabilities in Table 3.1 can be misleading, as the

eventual impact of error is reflected in error distance metrics, such

as MRED and NMED [20, 17]. Also, the readings of MAX(RED) would

not denote severe degradation of the final output because the oc-

currence of these errors is rare. This can be seen in Fig. 3.12, which
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Table 3.1: Error metrics for varying sizes of proposed multiplier using
2-bit logic cluster.

Multiplier Bit-Width (2-bit SDLC)Error
Metrics 4×4 6×6 8×8 12×12 16×16

EP(%) 19.53 34.96 49.11 70.68 83.86*

Max_ED 38 406 3670 255318 16356728*

Max_ED

Case
15×15 63×63 255×255 4095×4095 65535×65535

Max_RED 0.3111 0.328 0.332 0.3332 0.3333*

Max_RED

Case
15×3 63×3 255×3 4095×3 65535×3

MRED 0.0277 0.0266 0.0199 0.0082 0.0029*

NMRED 1.2E-4 6.7E-6 3.1E-7 4.9E-10 6.7E-13*

MED 2.375 25.375 229.375 15957.375 1041749.375

NMED 0.0106 0.0064 0.0035 0.001 0.0002*

MSE 42.25 3543.75 2.5E+5 1.1E+9 4.6E+12*

NMSE 8.3E-4 2.2E-4 6E-5 3.9E-6 2.5E-7*

SUM
_EDs

608 103936 1.5E+7 2.7E+11 1.1E+12*

SUM
_REDs

710.02 10890.6 1.3E+5 1.4E+7 3026.8*

SUM
_MSEs

10816 1.5E+7 1.6E+10 1.8E+16 4.8E+18*

* For 220 input vectors.
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demonstrates the probability distribution for all relative errors

resulting from three different sizes of multipliers using the SDLC

approach. The probability distribution shows that the proposed

approach tends to produce exact or close to exact results. This is

seen in the sharp decline of the probability of errors with higher

REDs, e.g., the MAX(RED) listed in Table 3.1. Furthermore, as the

bit-width of the multiplier is increased, the mass of the distribution

is gradually concentrated at a lower error distance. This is because

the proposed approach does not sacrifice the precision of the more

significant bits when using significance-driven logic compression.

Tables 3.2 and 3.3 depicts the error trade-off with increased

degree of compression achieved through higher depths of logic

clusters in (8×8) and (16×16) multipliers, respectively. As expected,

increased depth of logic compression leads to higher error rates.

The error readings of the MRED metric are only marginally higher

when increased the depth of logic compression (such as with 8-bit

SDLC in (16×16) multiplier, and (from 4- to 8-bit) SDLC in (8×8)

multiplier). This is because the errors associated with reduced

number of rows are increased (e.g., the number of rows for 8-bit

SDLC in (16×16) multiplier is just 2 compared to 16 rows in the

accurate PPM). Similar observations can be made in the case of the

NMED metric.

For the worst case errors (such as, Max_RED), these errors would

not lead to severe degradation in the multiplier output because of

their rare occurrence, especially with lower depths of logic com-

pression. Fig. 3.13 shows the cumulative probability distribution

for all possible relative errors resulting from (16×16) multiplier for

different sizes of logic clusters. The proposed multiplier does not

sacrifice the precision of the more significant bits. This is observed

in the sharp rise of cumulative probability of errors towards 1,
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Figure 3.13: Cumulative probability distribution for the error induced
by different logic compression levels of the proposed SDLC
approach in the case of (16×16) multiplier.

especially for lower depth of logic compression, such as 2-, 3- or

4-bit SDLC. The SDLC approach tends to produce results that are

closer to the exact outputs when using lower depth of logic clusters.

This is because the error occurrence increases as well due to the

growing of likelihood of errors returned by higher depth logic clus-

ter. According to (3.6), the probability of having inequality between

the output of logic cluster and the accurate arithmetic addition is

increased with higher depth logic clusters. This can be observed

when the cumulative probability distributions reach to 1 faster

than SDLC approach with higher depth of logic clusters, such as

6- to 8-bit SDLC. For example, in the cases of 2-, 3- and 4-bit SDLC,

the probability of having errors with less than 1% RED, i.e., RED of

0%-1%, is 0.95, 0.76 to 0.49, respectively. The cumulative probabil-

ity exceeds 0.9 when the RED is lower than 16% for all logic cluster

depths, except the case of 8-bit SDLC, where the likelihood of same

RED range is just 75%. Furthermore, the cumulative probability in

the cases of 6- and 7-bit logic clusters are almost identical. This

can be explained using (3.8), as the number of the last column that

can have an OR compression is the same in both cases, leading
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to have the same number of more significant bits unaffected by

logic compression. The impact of increased degree of compression

in the SDLC approach is further investigated in the application

case-study in Chapter 5.

3.5 D E S I G N T R A D E -O FF S

To demonstrate the proposed approach, we applied it on eight

different sizes of widely known multipliers ranging from 4-bit to

128-bit. Accurate ripple adders were used in both accurate and

approximate multipliers to accumulate the partial product rows

within the accumulation stage (see Fig. 3.2). We used the first

ripple adder to add the first two rows of the PPM, after that the

resulted sum is added with the third row using the second ripple

adder. By doing so, rows in accumulation tree are sequentially

summed up to generate the final product.

A generic SystemVerilog code was used to generate synthesizable

modules for all accurate and approximate versions. These modules

have been parametrized and configured differently at design time

according to the bit-width of multiplier. Run-time reconfigurability

of logic cluster using cost vs. degree of approximation (i.e. logic

compression depth) trade-off is being considered for future work

(see Section 6.2). The generated codes were implemented and syn-

thesized using two different off-the-shelf tools: Mentor Graphics

Questa Sim was used to compile the SystemVerilog codes and

run the associated test benches; and Synopsys Design Compiler

was utilized for synthesizing all sizes of accurate and proposed

multipliers when mapping the circuits to the Faraday’s 90nm tech-

nology library [1] and evaluating for power, area, delay and energy

in terms of power-delay-product (PDP). For the synthesis process,
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1V was set as nominal supply voltage for the given technology

library. All designs are synthesized as combinational logic blocks

with no clock constraints. This is done to allow the synthesis tool

to optimize power and area freely in favour of delay. Note that

introducing clock constraints can skew the synthesis tools’ opti-

mization algorithm (e.g. produce more delay savings at the cost of

power/area optimization). However, this does not introduce over-

all changes between the proposed approximate multipliers and

baseline designs.

Fig. 3.14 depicts a comparison of dynamic/leakage power, area,

delay and energy trade-offs for all eight sizes of 2-bit SDLC multi-

pliers, when compared with conventional accurate multiplier. As

seen, there are significant improvements in all design trade-offs.

This is basically because SDLC approach reduces the complexity of

multiplier implementation by minimizing the number of rows in

the accumulation tree (see Section 3.2.4). This reduction in hard-

ware complexity leads to low switching capacitance and leakage

readings, as well as shortened critical paths.

The experiments show reductions in terms of power consump-

tion, run-time and also silicon area used. For dynamic and leakage
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Figure 3.14: Dynamic/leakage power, area, delay and PDP trade-offs for
different bit-widths of the (2-bit SDLC) proposed multiplier.
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power, the reductions obtained from applying the SDLC approach

range from 37.5%-67.4% and 34%-72.1%, respectively, for multi-

plier bit-widths from 4-bit to 128-bit. The savings in the latency for

the same sizes of the proposed multiplier is from 38.5%-65.6%. The

reduction in complexity also leads to silicon area to be minimized

to 33.4%-62.9%, and energy consumed is substantially reduced in

terms of PDP by 65.5%-88.7%. For all bit-widths of the proposed

multiplier, the absolute readings of the synthesized designs can

be obtained by combining the reduction percentages in Fig. 3.14

with the absolute readings of the accurate multiplier in Table 3.4

and 3.5. For instance, in the case of 32-bit proposed multiplier,

the PDP readings of 5.9 pJ is derived using (dynamic, leakage)

power consumptions of (1093.2 uW, 38.3 uW), respectively and

propagation delay of 5.19 ns, while the silicon area is 16949.3 um2.

The non-linear trend of the bars in some cases is attributed to the

inconsistency of the ratio of the array of additions in the accumu-

lation tree between the approximate and the accurate multiplier.

Table 3.4: Design trade-offs for different bit-widths of the accurate multi-
plier used to obtain comparative analysis in Fig. 3.14.

Power
Bit-

Width
Dynamic

(uW)

Leakage

(uW)

Area

(um2)

Delay

(ns)

PDP

(pJ)

4×4 6.36 0.65 292.43 0.96 0.007

6×6 21.06 1.67 740.10 1.57 0.036

8×8 46.97 3.16 1388.46 2.18 0.109

12×12 140.73 7.53 3287.31 3.4 0.504

16×16 299.97 13.77 5988.98 4.63 1.453

32×32 1843.00 57.97 25856.32 9.9 18.820

64×64 17563.60 566.91 194194.45 18.6 337.228

128×128 146159.00 2684.90 832734.22 62.35 9280.417
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Table 3.5: Design trade-offs for different bit-widths of the proposed mul-
tiplier used to obtain comparative analysis in Fig. 3.14.

Power
Bit-

Width
Dynamic

(uW)

Leakage

(uW)

Area

(um2)

Delay

(ns)

PDP

(pJ)

4×4 3.27 0.33 156.02 0.59 0.002

6×6 11.87 0.97 441.39 0.89 0.011

8×8 27.46 1.91 864.75 1.23 0.036

12×12 86.49 4.79 2147.38 1.87 0.171

16×16 187.61 8.95 3991.34 2.51 0.493

32×32 1093.20 38.27 16949.30 5.19 5.872

64×64 5968.90 158.11 71985.31 9.9 60.657

128×128 47587.80 1214.50 465525.09 21.42 1045.345

Table 3.6 lists the number of the logic cells utilized to build all sizes

of the conventional and proposed multiplier designs. As expected,

the SDLC approach can be employed to minimize number of cells

required to implement all sizes of the proposed multiplier.

Table 3.6: Number of library cells instantiated to form different bit-
widths of the (2-bit SDLC) proposed multiplier.

Multiplier Bit-Width

Number

of

Cells

4

×
4

6

×
6

8

×
8

12

×
12

16

×
16

32

×
32

64

×
64

128

×
128

Accurate 56 132 240 552 992 4258 27261 102205

Proposed

(2-bit

SDLC)

30 76 142 342 626 2605 10704 76884

Reduction

(%)
46.4 42.4 40.8 38.0 36.9 38.8 60.7 24.8
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The proposed multiplier utilizes different sizes of logic clusters.

Each logic cluster contains an array of OR gates used to compress

a set of product terms. The logic clusters have no carry propaga-

tion and can also work in parallel. Hence, the delay required to

generate the compressed partial product matrix is: 2-input AND

gate delay (for parallel forming N2 product terms) + d-input OR

gate delay (for parallel logic compression). Then, the compressed

partial product matrix is ready to be accumulated by applying

any convenient scheme of multiplication, as shown in Fig. 3.15.

Generally, the critical delay of the proposed approach depends on:

(i) the size of multiplier (i.e. higher bit-widths increase the number

of product terms and therefore the propagation delay associated

with accumulation tree is also increased), and (ii) the level of logic

A1B0

P14

A1  B1A2  B0

A1B2A3B0 A2B1 A2B2A3B1
A4B0 A1B3

P14

P14P14

(a) (b)

(c) (d)

Figure 3.15: Dot diagram highlights the impact of increasing depth of
logic clusters on the critical path of (8×8) multiplier: (a)
partial product bit-matrix of the conventional multiplier;
(b) after 2-bit SDLC; (c) 3-bit SDLC; and (d) 4-bit SDLC.
The dotted polygons indicate the maximum propagation
path for summing up the accumulation tree. Higher degrees
of compression minimize the propagation delay associated
with accumulation tree (such as (b) and (c)), while a further
reduction in (d), since a carry propagation adder is just
needed to generate the product (no extra delay required for
accumulation tree). The curved lines identify the critical
paths for each multiplier (from A1 to P14).
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compression (i.e. increased depth of the logic clusters leads to lower

number of rows in accumulation tree and also lower height of the

critical column). Note that, the critical path of the entire design

depends also on the method of summing up the accumulation tree

returned from the SDLC approach, such as carry-save array or Wal-

lace method [92]. According to the experimental work described at

the beginning of this section, the critical delay of (N ×N) proposed

multiplier is identified when any change in the input A(1) resulting

in a change in the output of P(2N −2) of the final product. See

Fig. 3.15 as an example illustration of critical path in the case of

(8×8) multiplier.

Fig. 3.16 illustrates the dynamic/leakage power, delay, area

and energy trade-offs with increased degree of logic compression.

Higher depth of clustering achieves considerable savings in all

design trade-offs since by increasing the depth of logic clusters, the

hardware complexity associated with lower numbers of product

rows is also decreased (see Section 3.3).
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Figure 3.16: Dynamic power, leakage power, delay, area and energy trade-
offs for different degrees of logic compression of (8×8) mul-
tiplier.

To demonstrate the energy-quality trade-offs for different sizes

of proposed multiplier, Fig. 3.17 shows the relation between the

MRED and PDP for different levels of logic compression in the case
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Figure 3.17: The MRED and PDP trade-offs for different degrees of logic
compression of (8×8) and (16×16) multipliers.

of (8×8) and (16×16) multipliers. Additional reduction in energy

consumption can be achieved with increased level of logic com-

pression, which is done at the cost of growing errors measured by

MRED metric. For instance, the reduction in energy consumption

increases from 65%, 85% up to 90%, with increased logic cluster

depth of (16×16) multiplier from 2-, 3- to 4-bit, respectively. The

absolute MRED readings can be obtained from Tables 3.2 and 3.3.

The increased bit-width of proposed multiplier can mitigate the

impact of the lossy compression done by logic clusters. For exam-

ple, applying 4-bit logic cluster can translate into a substantial

reduction in PDP readings (about 90% for both (8×8) and (16×16)

multipliers), while the MRED is reduced to the half in the case of

(16×16) multiplier.

3.6 C O M PA R AT I V E A N A LY S I S

Fig. 3.18 shows comparative area, power, delay and energy advan-

tages of our approach (with 2-bit SDLC) for different bit-widths.

The comparisons are carried out with the following two existing

approaches: Kulkarni [65] and error-tolerant multiplier (ETM) [66],
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chosen for their direct relevance to our work. In the Kulkarni [65]

approach, a large multiplier is produced using small (2×2) approx-

imate units as building blocks. The design approach of (N × N)

ETM [66] follows truncation principles by dividing the multiplier

into accurate and approximate parts. Similar to N-bit fixed-width

multiplier, only the most significant N bits of the final product are

generated using accurate multiplications, whereas in the approxi-

mate part, a probabilistic bit manipulation is used to generate the

least significant N bits of the product terms.

The proposed approach produces better results as the bit-width

of the multiplier is increased. This is seen with the 16- and 32-bit

multiplier. For example, in the case of 32-bit approximate multi-

plier, the (area and power) savings obtained from both ETM [66]

and Kulkarni [65] are (27.2% and 30.1%) and (17.1% and 25.2%),

respectively, the area and power trade-offs of the proposed mul-

tiplier is (34.5% and 40.5%), while the (delay and PDP) savings

are (41.6% and 59.2%), (21.2% and 41.1%) and (47.6% and 68.8%)

for ETM, Kulkarni and proposed, respectively. In such a case, the

proposed approach outperforms both approaches in terms of power,

area, delay and PDP savings. This is expected as the number of

product rows is halved (with 2-bit clustering) and commutative

remapping is used to reduce the parallel accumulation complexity.

Noting that, applying higher depths of logic cluster will further

increase the design gains of the propose multiplier, thereby making

the proposed multiplier outperform even for lower bit-widths, such

as (8×8) multiplier (see Fig. 3.16).

The corresponding error comparisons of these approaches are

shown Fig. 3.19, demonstrating comparative errors (in terms of

MRED, NMED and also ER) using the proposed (8×8) multiplier

(with 2-bit SDLC). As expected, our approach outperforms both
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Figure 3.19: Comparative errors in terms of MRED, NMED and also ER
for various scalable (8×8) approximate multipliers.

approaches in terms of MRED, NMED due to its bit significance-

driven logic compression. For example, the MRED equals 0.252 and

0.139 for the cases of the (8×8) multiplier proposed by ETM [66]

and Kulkarni [65], respectively, whereas, the MRED of the proposed

multiplier is just 0.0199. As the proposed approach progressively

preserves the high-order bits, it is expected to exhibit significantly

lower errors for multipliers with higher bit-widths.

3.7 S I G N E D M U LT I P L I CAT I O N U S I N G S D L C

The SDLC approach minimizes the product terms in favour of

reducing the number of rows in partial product matrix. Different

degrees of logic compression have been exploited to provide

comparative design advantages at low loss of accuracy. In this

section, we discuss the design and implementation requirements

of the proposed approach when performing signed multiplication.

The proposed approach is feasible for the case of signed operands;

however, some modifications are needed. These modifications can

be described in the following two ways:
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(i) To exploit the proposed approach for signed multipliers,

extra interface circuitry is required to support sign-magnitude

complement representation. In this context, only absolute values

of the input operands can be considered in the multiplication.

The magnitude of the final product will then be computed using

(N-1)×(N-1) proposed multiplier to generate (2N-2)-bit result.

This result is considered as the absolute value of the final product,

while the sign of the final product will be generated using single

2-input XOR gate. However, finding the exact absolute value of the

input operands may degrade the speed of calculation; hence, we

can produce it in an efficient way similar to the method proposed

in [132]. Fig. 3.20 illustrates the hardware implementation related

to proposed signed multiplier. The sign of the input operands are

determined first. Thus, for each operand with negative value, the

absolute value is produced. Then, the proposed SDLC approach

can be performed to multiply the unsigned operands as discussed

in Sections 3.3 and 3.2. Noting that, in the case of using N ×N

proposed multiplier, the most significant bit of the absolute value

of an N-bit number is 0. Also, the (2N −1)th and (2N −2)th bits of

the 2N-bit final product are affected by the signal generated from

the sign detector.

(ii) In the case of 2’s complement multiplication, alterations to

the proposed design should be considered to support sign exten-

|A|        

Sign 
Detector

|B|        SDLC
Approach

A B        

Sign Set A X B    

Figure 3.20: Block diagram for one of the options of hardware implemen-
tation required to implement the proposed signed multiplier
(inspired from [132]).
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sion, such as conventional 2’s complement array multiplication,

in which a circuit unit should be added to ensure correct sign of

the final product. An alternative approach is to create reorganized

partial-product array, such as in Baugh-Wooley multiplication [5].

Fig. 3.21 shows the partial product matrix in the case of (8×8)

signed multiplier. Some of the product terms indicated as qi, j (high-

lighted in blue), are obtained as the NAND of the operands bits A i

and B j. Assuming that the input operands of the multiplier are

uniformly and independently distributed, the probability that a

complemented partial product is high is given by:

P
(
qi, j

)= P
(
A i ↑ B j

)= 3
4

>> P
(
A i ∧B j

)= 1
4

(3.18)

Equation (3.18) shows that using NAND instead of AND gate to

generate complemented partial products increases the probability

of having 1’s in the partial product matrix. Therefore, the error

probability associated with logic cluster having a complemented

product terms, can also increase as described in (3.3). In such case,

the likelihood of having two 1s or more at the inputs of the OR

gate will lead to an error, i.e., when the output of OR gate is not

equal the arithmetic sum of the input bits. However, the increase

in the error probability will result in slight degradation in the

error magnitude (e.g., in terms of the mean error). To explain, the

X A7 A6 A5 A4 A3 A2 A1 A0

B7 B6 B5 B4 B3 B2 B1 B0

1 A7B0 A6B0 A5B0 A4B0 A3B0 A2B0 A1B0 A0B0

A7B1 A6B1 A5B1 A4B1 A3B1 A2B1 A1B1 A0B1

A7B2 A6B2 A5B2 A4B2 A3B2 A2B2 A1B2 A0B2

A7B3 A6B3 A5B3 A4B3 A3B3 A2B3 A1B3 A0B3

A7B4 A6B4 A5B4 A4B4 A3B4 A2B4 A1B4 A0B4

A7B5 A6B5 A5B5 A4B5 A3B5 A2B5 A1B5 A0B5

A7B6 A6B6 A5B6 A4B6 A3B6 A2B6 A1B6 A0B6

1 A7B7 A6B7 A5B7 A4B7 A3B7 A2B7 A1B7 A0B7

Figure 3.21: Partial product matrix of (8×8) signed multiplier. Comple-
mented partial products are highlighted in blue.
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complemented bits are concentrated at the most significant part of

the partial product terms. As such, the proposed SDLC approach

progressively preserves the high-order bits of the partial products.

This allows for the complemented bits to be accumulated on a

carry-propagation basis as in accurate multiplier.

For the above-mentioned ways, the use of the signed multipli-

cation does not reveal any significant degradation of the results

obtained in the previous sections. Note that, exploiting Booth’s

algorithm [11] may also improve the performance by generating

lower number of partial products using parallel Booth encoders.

Generally, utilizing conventional Booth’s encoding in parallel mul-

tiplier implementations can skip addition and perform just shift,

when the partial product of ’0’ occurs. When combining Booth

with proposed multiplier design, one may execute the Booth en-

coders in parallel prior to applying the logic compression. However,

conventional Booth-encoding is inconvenient when designing a par-

allel multiplier, such as the proposed design, for two reasons [10];

the first is due to variable number of add/subtract operations

and the second is because of long delays with isolated 1’s, e.g.

bits 001010101(0) recoded as 011111111, requiring 8 instead of 4

partial products. To address this limitation and also to improve

the performance, modified Booth-encoding (MBE) scheme, such as

Radix-4 [130], can be used to generate a fixed and reduced number

of partial products using shifting and complement operations.

Note that, the advantage of implementing higher radix Booth en-

coders to generate a reduced number of partial products comes

at the expense of increased hardware complexity [10]. However,

the proposed multiplier can do the same task (i.e. reducing the

number of partial products at low loss of accuracy) without us-

ing Booth schemes. Moreover, the double compression caused by
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combining higher radix Booth encoders with existing logic cluster

can lead to a major impact on the accuracy. Thus, compared to the

above-mentioned ways, exploiting Booth-encoding along with the

proposed SDLC approach may not be as feasible.

3.8 C O N C L U D I N G R E M A R K S

In this chapter, a novel approximate multiplier design approach is

proposed using significance-driven logic compression (SDLC). This

design approach utilizes an algorithmic and configurable lossy

compression based on bit significance to form a reduced set of

partial product terms. This is then reorganized and accumulated

using various schemes of parallel multiplication. On a statistical

basis, the results of such as, NMED and MRED metrics show how

the impact of error is mitigated when the size of the multiplier

is increased. Additionally, the mass of the error distributions are

gradually concentrated at a lower error distance, indicating that

the proposed multiplier gives close to exact products for most

inputs with positive bias. The results obtained after synthesis have

shown a substantial decrease in run-time, power consumption and

even in silicon area. Also, the possibility to perform SDLC approach

in signed multiplication is addressed. Performance-energy-quality

trade-offs are demonstrated for different levels of approximations

achieved through configurable logic clustering.



4

E R R O R M I T I G AT I O N I N L O G I C C O M P R E S S I O N

4.1 I N T R O D U C T I O N

Chapter 3 showed a novel SDLC approach for approximate mul-

tiplier design. The SDLC approach can offer various degrees of

freedom to increase performance and efficiency. This is done by

generating different sizes of reduced accumulation tree depending

on the depth of logic clusters and bit significance. The hardware

complexity of standard multiplier schemes is dominated by the

number of product terms in accumulation tree. Thus, the proposed

SDLC approach has the potential to benefit various schemes of

multiplier designs, such as carry-save array, Wallace [128] and

Dadda-tree [23], when relaxing the accuracy requirements.

In this chapter, we introduce a novel multiplier design of combin-

ing a Wallace-tree accumulation method together with the SDLC

approach. The lossy logic compression performed by SDLC approach

works for reducing the number of product rows using progressive

bit significance, and thereby decreasing the number of reduction

stages in Wallace-tree accumulation. This accounts for substan-

tially lower number of logic counts and lengths of the critical paths

at the cost of errors in lower significant bits. These errors are min-

imised through a parallel error detection logic and compensation

vector. To evaluate the effectiveness of our approach, multiple 8-

and 16-bit multipliers are designed and synthesized using Syn-

81
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opses Design Compiler with different logic compression levels. Also,

extensive error analysis is provided.

4.2 P R O P O S E D A P P R O X I M AT E WA L L A C E M U LT I P L I E R

In this section, we introduce an approximate multiplier design by

incorporating a Wallace-tree accumulation with hardware-based

logic compression techniques. The proposed approach consists of

two major steps. First, systematic lossy compression is carried

out using SDLC approach to generate a reduced number of partial

product rows (discussed in Chapter 3). Second, Wallace method

is applied to reduce the number of these rows to the height of

two to be then combined using a carry propagating adder. These

steps together with different logic compression levels, are described

below.

4.2.1 Logic Compression using SDLC

The proposed SDLC approach generates all partial products in an

(N ×N) multiplier using N2 AND gates, similar to accurate multi-

plier. Then various sizes of logic clusters are utilized to compress a

group of vertically-aligned bits within a group of successive partial

products based on their progressive bit significance. This results

in a reduced number of product terms in the partial product bit-

matrix (see Section 3.3). After that a commutative remapping

technique is used to reduce the number of rows in the bit-matrix

(see Section 3.2.4). This can be leveraged to decrease the number

of reduction stages in the Wallace accumulation tree.
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4.2.2 Accumulation with Wallace Method

One of the well-known fast multipliers is the column compression

multiplier presented by Wallace [128]. This multiplier consists of

three consecutive phases: partial product formation, accumulation,

and CPA. In general, (N ×N) traditional Wallace multiplier begins

to group N rows together in sets of three rows each. Any additional

rows that are not a member of a group of three are transferred

to the next level without modification. Within each group of three

rows, (3, 2) counters (full adders) are applied to the columns con-

taining three bits and (2, 2) counters (half adders) are applied to

the columns containing two bits. Columns containing only a single

bit are transferred to the next level unchanged. By doing so, the

partial product bit-matrix is then column-wise accumulated to a

height of two. These two rows are combined in the last phase using

a CPA.

Figure 4.1 shows these phases in the case of an accurate (16×16)

Wallace multiplier. As can be seen, the multiplier begins generating

256 product terms organized in 16-row Wallace-tree. Six reduction

stages are required to compress these rows to the height of 2 rows.

In stage 1, the number of rows in the accumulation tree reduces

from form 16 rows to 11 rows, then stage 2 from 11 rows to 8 rows

and after that from 8 to 6 and from 6 to 4 rows in stages 3 and 4

and finally, from 4 to 3 and from 3 to 2 rows in stages 5 and 6. This

can be achieved by using total of 200 (3, 2) counters and 52 (2, 2)

counters. Then, the resulting 2 rows can be summed up using a

24-bit CPA.
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Figure 4.1: Reduction stages and logic cell counts for (16×16) accurate
Wallace.

4.2.3 Wallace with Variable Logic Compression

Since the hardware complexity of Wallace multiplier depends on

the number of partial product rows in accumulation tree [121],
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SDLC approach can be utilized to reduce the height of the rows in

partial product matrix. As such, the number of the reduction stages

in Wallace accumulation method is deterministically reduced. Fig-

ures 4.2 to 4.8 illustrate the impact of using different degrees of

logic compression on the number of reduction stages required by

Wallace accumulation method. The number of reduction stages

is reduced with increased level of logic compression. Thus, the

hardware complexity in terms of (3, 2) and (2, 2) counters is sub-

stantially decreased. For instance, instead of six reduction stages

in the case of accurate (16×16) multiplier, the reduced number of

rows associated with 2-bit SDLC needs just four reduction stages.

Figure 4.2 shows the matrix heights of 8, 6, 4, 3 rows, this requires

total number of 107 (3, 2) counters and 28 (2, 2) counters. These

numbers are further decreased to only 69 (3, 2) counters and 23 (2,

2) counters for 3-bit logic clusters with only three reduction stages
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Figure 4.2: Reduction stages and logic cell counts for (16×16) proposed
multiplier when incorporating 2-bit SDLC with Wallace-tree
accumulation (2-bit SDLC Wallace).
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(see Figure 4.3). The height of Wallace tree is minimized from 4

to 3 and from 3 to 2 within two reduction stages when utilizing

4- and 5-bit SDLC (as shown in Figures 4.4 and 4.5). It is only

one reduction stage when it comes to accumulate the 3-row par-

tial product matrix resulted from 6- and 7-bit SDLC approach(see

Figures 4.6 and 4.7). No reduction stages are needed in the case

of 8-bit SDLC, since the height of the accumulation tree is just

2 and the final product is ready to be computed using CPA (see

Figure 4.8).
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Figure 4.3: Reduction stages and logic cell counts for (16×16) proposed
multiplier when incorporating 3-bit SDLC with Wallace-tree
accumulation (3-bit SDLC Wallace).
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multiplier when incorporating 4-bit SDLC with Wallace-tree
accumulation (4-bit SDLC Wallace).



4.2 P R O P O S E D A P P R O X I M AT E WA L L A C E M U LT I P L I E R 87

Stage 1:

FAs=18   HAs=6

Stage 2:

FAs=15   HAs=9

P

31

P

30

P

29

P

28

P

27

P

26

P

25

P

24

P

23

P

22

P

21

P

20

P

19

P

18

P

17

P

16

P

15

P

14

P

13

P

12

P

11

P

10

P

9

P

8

P

7

P

6

P

5

P

4

P

3

P

2

P

1

P

0

CPA

Figure 4.5: Reduction stages and logic cell counts for (16×16) proposed
multiplier when incorporating 5-bit SDLC with Wallace-tree
accumulation (5-bit SDLC Wallace).
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Figure 4.6: Reduction stages and logic cell counts for (16×16) proposed
multiplier when incorporating 6-bit SDLC with Wallace-tree
accumulation (6-bit SDLC Wallace).
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Figure 4.7: Reduction stages and logic cell counts for (16×16) proposed
multiplier when incorporating 7-bit SDLC with Wallace-tree
accumulation (7-bit SDLC Wallace).
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Figure 4.8: Reduction stages and logic cell counts for (16×16) proposed
multiplier when incorporating 8-bit SDLC with Wallace-tree
accumulation (8-bit SDLC Wallace).

For an (N ×N) Wallace-tree multiplier, the height of the matrix

in the kth reduction stage, αk is given by the following recursive

equations:

α0 =


N, for traditional Wallace-tree multiplier⌈ N

d
⌉

, for SDLC with d-bit compression level
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αk+1 = 2 ·
⌊αk

3

⌋
+αk mod 3 . (4.1)

The reduction in hardware complexity achieved by SDLC leads

to low switching capacitance and leakage reading as well as short-

ened critical paths (see Section 4.5). Furthermore, different depths

of logic compression can support the Wallace-tree multiplier with

different energy-accuracy trade-offs (see Section 4.4).

Table 4.1 summarizes the impact of combining the SDLC ap-

proach with Wallace method for different degrees of logic com-

pression in the case of (16×16) multiplier. The number of reduc-

tion stages and also compressor units count are decreased with

Table 4.1: Reduction stages and logic cell counts for (16×16) proposed
multiplier when incorporating different levels of logic compres-
sion with Wallace-tree accumulation.

16×16

Wallace

Multiplier

Phase 1:

Partial

Product

Formation

Phase 2:

Partial

Product

Accumulation

Phase 3:

Carry

Propagation

Adder

No. of

Product

Terms

No.

of

Rows

No. of

Reduction

Stages

No. of

Counters
Length

of Carry

Chain
(3, 2) (2, 2)

Accurate 256 16 6 200 52 24-bit

2-bit SDLC 164 8 4 107 28 25-bit

3-bit SDLC 126 6 3 69 23 25-bit

4-bit SDLC 94 4 2 38 12 25-bit

5-bit SDLC 88 4 2 33 15 24-bit

6-bit SDLC 72 3 1 17 7 24-bit

7-bit SDLC 68 3 1 14 9 23-bit

8-bit SDLC 53 2 – – – 23-bit
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higher depth of logic cluster. This is because the proposed SDLC

approach reduces the number of product terms in the partial prod-

uct bit-matrix. For instance, 2-bit SDLC is capable of minimising

the number of product term to 164 compared to 256 in the case of

accurate multiplier (about 36% reduction in the number of prod-

uct terms). The commutative remapping approach of the reduced

number of product terms translates into lower number rows in

the Wallace accumulation-tree (e.g., only quarter number of rows

in the case of 4- and 5-bit SDLC). This accounts for substantially

lower number of logic cell counts needed by Wallace accumulation

(e.g., only 107 (3, 2) counters and 28 (2, 2) counters are required to

accumulate the resulting product terms in the case of 2-bit SDLC).

The number of these counters is further reduced with increased

the level of logic compression and therefore leads to shortened

critical path of the multiplier design at the cost of error. Similarly,

Figure 4.9 and Table 4.2 illustrate the impact of increased level

of logic compression using SDLC approach coupled with Wallace

method in the case of (8×8) multiplier. As seen, a steady length

of carry chain in the CPA phase required for the approximate and

accurate designs, where as a lower number of (3, 2) and (2, 2)

counters with increased the depth of logic cluster. It is therefore

expected to have a considerable savings in all design trade-offs as

discussed in Section 4.5. Compared to (8×8) multiplier, (16×16)

multiplier can provide the multiplier design with wider group

of approximate versions. This can allow different applications to

benefit from performance-energy-quality (PEQ) trade-offs of SDLC

approach. The impact of increased degree of compression is further

investigated in implementation case studies in Chapter 5.
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Figure 4.9: Wallace reduction stages of an (8×8) multiplier: (a) accurate
Wallace tree; then Wallace method coupled with (b) 2-bit
SDLC; (c) 3-bit SDLC and (d) 4-bit SDLC.

Table 4.2: Reduction stages and logic cell counts for (8×8) proposed mul-
tiplier when incorporating different levels of logic compression
with Wallace-tree accumulation.

8×8

Wallace

Multiplier

Phase 1:

Partial

Product

Formation

Phase 2:

Partial

Product

Accumulation

Phase 3:

Carry

Propagation

Adder

No. of

Product

Terms

No.

of

Rows

No. of

Reduction

Stages

No. of

Counters
Length

of Carry

Chain
(3, 2) (2, 2)

Accurate 64 8 4 38 15 11-bit

2-bit SDLC 42 4 2 16 6 11-bit

3-bit SDLC 33 3 1 7 4 11-bit

4-bit SDLC 25 2 – – – 11-bit

b. Scalability of the proposed Wallace multiplier design

The proposed approach is scalable for any (N ×N) multiplier, as

shown in Algorithm 4.1. This algorithm forms all partial product
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terms and apply SDLC approach to generate reduced and ordered

partial product bit-matrix M as indicated in Line 7, which can

then be treated as an accumulation tree using Wallace method as

indicated in Line 8. The two rows resulting from Wallace reduc-

tion stages are combined using carry propagating adder Line 9.

The algorithm associated with the SDLC approach for any (N ×N)

multiplier is detailed in Section 3.3.

Algorithm 4.1 (N × N) Wallace-tree multiplier using SDLC ap-
proach with d-bit logic clusters.

1: procedure APPROXIMATE-WALLACE(P, A,B)
2: Output: P[1,2, ...,2N] . Final Product bits
3: Inputs: A[1,2, ..., N] . Multiplicand bits
4: B[1,2, ..., N] . Multiplier bits
5: Initialize:M[1,2, ...,

⌈
N
2

⌉
][1,2, ...,2N −1] . Reduced Matrix by SDLC

6: R[1,2][1,2, ...,2N −1] . Two rows combined by CPA

7: M ← SDLC(A,B,d) . SDLC with d-bit logic compression (Algorithm 3.2)
8: R ←WallaceReduction(M) . Reducing M to a height of two
9: P ← CarryPropagatingAdder(R) . Final product is generated

10: end procedure

4.3 E R R O R C O M P E N S AT I O N M E T H O D (E C M )

The lossy compressions exercised by the logic clusters introduce

error in the final product. This error is originated from utilizing

OR logic gate instead of expensive XOR gate as in accurate adders

(discussed in Section 3.2.2). The OR gate fails to give an accurate

sum if the two inputs are “ones", i.e., ‘1’+‘1’ 6= ‘1’∨‘1’, in such case,

the error value is ‘1’ as the adder returns ‘10’ and OR outputs ‘1’.

This section proposes a systematic error compensation method

(ECM) to reduce the impact of the error associated with the SDLC

approach. This method consists of two main steps: (i) a parallel er-

ror detection logic used to generate error-compensation bit-matrix,

and then, this matrix is compressed using OR gates to generate

an error compensation vector; (ii) this vector is then combined as
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an additional row in the accumulation tree or used to modify an

existing row. These steps together with the variable logic clusters,

are described below.

4.3.1 Parallel Error Detection Logic

The error associated with OR compression can be detected using

AND logic gate. For instance, 2-input AND gate is capable to detect

the error when OR gate fails to find the sum of two inputs. This is

shown in Figure 4.10. The output of 2-input AND gate is only set

to one when both of its inputs are ones. Therefore, the output of

the AND gate can be used as error signal when an error occurs.

A

B

SumOR
A

BA B

0       0
0       1
1       0
1       1

Carry 

0       0
0       1
0       1
1       0

0
1
1
1

Error Signal

0
0
0
1

SumXOR

SumXOR SumOR

A AND B

Figure 4.10: 2-bit OR gate is sufficient to find the sum of two bits.

Figure 4.11 depicts the first step in the proposed error-

compensation method. This method utilizes array of AND gates to

generate error signals. Each error signal indicates an error com-

mitted by the corresponding OR gate, in such case, the AND gate

returns “one". The error signals are used for forming the error-

compensation matrix. This matrix is generated along with the

logic-OR compression in logic clusters. Thus, no overhead costs are

required due to the delay of generating both of the reduced partial

product and error-compensation matrices (see Figure 4.11). Then,
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Figure 4.11: A parallel error-detection logic to generate the error compen-
sation bit-matrix in the case of 2-bit SDLC, and then, array
of OR gates to form the error-compensation vector.

the error-compensation matrix is minimized to one row, i.e., error-

compensation vector. This can be achieved by compressing the bits

with same weights together using multiple-input OR gates. Fig-

ure 4.11 shows the process of forming 10-bit error-compensation

vector in the case of (8×8) proposed multiplier with 2-bit logic

clusters. The idea is to collect the scattered “ones" in the error-

compensation bit-matrix (i.e., the cases that lead to error) in a

single row using low-complexity OR gates. The error-compensation

vector is generated based on their bit significance to be then used

for improving the accuracy of the final product.

Figure 4.12 illustrates various logic structures used to detect

such errors for 2-, 3- and 4-bit depths of logic compression. These

logic structures have been designed to run along with the logic

clusters to generate the error signals. The error detection logic are

designed in a way that the propagation delay for generating error

signals does not exceed the delay required by logic compression.
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Figure 4.12: The error-detection logic circuit parallel with the logic clus-
ters required by ECM in: (a) 2-bit; (b) 3-bit; (c) 4-bit logic
clusters.

For this reason, the error detection circuit of particularly 3- and 4-

bit logic clusters, is not designed to detect all possible errors, since

the main aim is to improve the accuracy with minimum decreases

in the performance gains. As shown in Figure 4.12, in the cases of

3- and 4-bit logic clusters, a structure of 2-input OR gate followed

by a pair of 2-input AND gates is sufficient to detect most of the

cases that lead to error, without causing any additional cost of

delay.

4.3.2 Error Compensation Vector

The second step in the proposed error-compensation method is

shown in Figure 4.13. In theory, each reduction stage in Wallace

method is responsible for accumulate a group of product terms

within three consecutive rows. The time delay taken by a reduction

stage is equivalent to a (3, 2) counter delay, i.e., a full-adder delay.

For illustration purposes, the reduced partial product matrix is

defined as an input requirement for Wallace accumulation, and

the error compensation matrix is defined as an input requirement

to generate the error compensation vector. Both of these input

matrices are produced together just after one logic-gate delay
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to modify an existing row in Wallace accumulation tree.

(assuming that OR and AND gate requires the same propagation

delay, as illustrated in Figure 4.11). By allowing for maximum

parallelization, the error compensation vector can be generated

during the time period of the first reduction stage (see Figure 4.13).

As such, the the critical delay of multiplier design less affected by

the proposed ECM.

Improving accuracy of the final product depends on the way of

utilizing the error compensation vector. The idea is to permit the

error compensation vector to be accumulated on a carry-basis in

Wallace tree. In this study, two ways are suggested. The first is to

replace an existing row in Wallace-tree by the error compensation

vector. In the example of 2-bit SDLC shown in Figure 4.13, after

completion of the first reduction stage, the forth row of the Wallace

tree is transferred to the second stage without modification. Then,

this row is replaced by the error compensation vector. The second

way is to consider error compensation vector as an additional row

in the Wallace tree. Figure 4.14 exhibits an example of including
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Figure 4.14: Improving accuracy by including error-compensation vector
as an additional row in Wallace accumulation tree.

such a vector in the accumulation tree as an additional row in

the case of 3-bit SDLC. Note that, for both ways of the error com-

pensation, only a part of successive significant bits in the error

compensation vector is included. This is because, the aim is not

to increase the carry chain of the CPA phase. Thereby, the over-

head costs associated with the proposed ECM is at a minimum.

Compared to replacement of existing row in accumulation tree,

including the error compensation vector as additional row leads to

increase the hardware complexity and also the critical path delay

(see Section 4.5). However, the effectiveness of the proposed ECM

is examined and analysed in the next section.

4.4 E R R O R A N A LY S I S

A number of simulations are carried out to examine the impact of

proposed ECM on for different degrees of logic compression. Several
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error metrics have been discussed in Section 3.4 for evaluating the

effectiveness and quantifying errors of proposed SDLC approach.

Further simulations are performed in Matlab by incorporating

a functional model of the SDLC approach with (8×8) Wallace-tree

accumulation. The response of approximate multipliers are eval-

uated for all possible combinations of operands. Table 4.3 shows

five error metrics using different depths of logic compression with

(8×8) Wallace accumulation. It can be seen that the proposed ECM

improves the accuracy for all depths of logic compression. The

MRED is improved more than 45% for 2-and 4-bit logic clusters and

(up to 75%) for 3-bit logic clusters. Similar observation for NMED

improvements (up to 76%) for 3-bit logic clusters. The increasing

trend in the error rate is expected due to the increased bit-depth

of logic cluster of the multiplier. This is because the growing like-

lihood of finding a pair of vertically aligned “ones" through two

successive rows. In such cases, the corresponding OR gate will

return an error (as detailed in Section 4.3). However, such proba-

Table 4.3: ECM drastically reduces the errors across all metrics.

(8x8) Wallace

Multiplier

EP

(%)
MED MSE

MRED

(%)

NMED

(%)

2-bit SDLC 49.11 229.38 251733.8 1.9883 0.3527

2-bit SDLC_

Modified_ECM
36.75 167.18 204883.93 1.0762 0.2571

Improvements(%) 25.17 27.12 18.61 45.87 27.11

3-bit SDLC 65.73 654.94 1590278.5 4.6847 1.0072

3-bit SDLC_ECM 43.19 162.52 187754.3 1.1725 0.2499

Improvements(%) 34.29 75.19 88.19 74.97 75.19

4-bit SDLC 77.57 2127.78 15309286 10.5835 3.2723

4-bit SDLC_ECM 69.45 1111.45 4743255 5.5382 1.7093

Improvements(%) 10.47 47.76 69.02 47.67 47.76
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bility of error can be misleading, as the eventual impact of error is

reflected in error distance metrics, i.e., MRED and NMED [20].

The majority of these errors would not denote severe degrada-

tion of the final output because the occurrence of the higher errors

is regarded as very rare. This can be seen in Figure 4.15 which
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Figure 4.15: Cumulative probability distribution for the error induced by
different logic compression levels coupled with the proposed
ECM in the case of (8×8) proposed multiplier.



4.5 E X P E R I M E N TA L R E S U LT S A N D D E S I G N T R A D E -O FF S 99

demonstrates the cumulative probability distribution for the rela-

tive errors resulting from Wallace-tree multiplier for different sizes

of logic clusters coupled with ECM. The proposed multiplier does

not sacrifice the precision of the more significant bits when using

SDLC approach. This can be observed in the sharp rise of the cumu-

lative probability of errors towards 1, especially for lower depth of

logic compression, such as 2- or 3-bit SDLC. Furthermore, incorpo-

rating ECM together with SDLC approach tends to produce results

that are closer to the accurate outputs. This is seen when the

cumulative probability distributions reach to 1 faster than SDLC

approach without ECM. The proposed ECM increases the probability

of trivial errors; however, it lowers the probability of occurrence of

higher RED. For example, in the case of 2-bit SDLC, the probability

of having errors with less than 1% RED, i.e., RED of 0%-1%, is in-

creased from 0.68 to 0.81 when applying ECM, while the likelihood

of RED of the range 9%-10% is decreased form 0.02 to 0.002 for

the same case. Similar observations can be made in the case of 3

and 4-bit logic clusters. The impact of increased degree of compres-

sion coupled with ECM is further investigated in the application

case-study in Section 4.5.

4.5 E X P E R I M E N TA L R E S U LT S A N D D E S I G N T R A D E -O FF S

To demonstrate the proposed approach, we applied it on different

(8×8) parallel multiplier designs. A SystemVerilog code was used

to generate synthesizable modules for Wallace-tree accumulation

structure coupled with 2-bit, 3-bit and 4-bit logic clusters. Accurate

ripple adders were used in the last phase for adding the resulting

two rows after Wallace accumulation phase. The generated codes

were implemented and synthesised using two different off-the-
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shelf tools: Mentor Graphics Questa Sim was used to compile the

SystemVerilog codes and run the associated test benches; and

Synopsys Design Compiler was utilized for synthesising all sizes

of accurate and proposed multipliers when mapping the circuits to

the Faraday’s 90nm technology library and evaluating for power,

delay and area.

Figure 4.16 illustrates the impact of proposed ECM in terms of dy-

namic/leakage power, delay, area and PDP savings with increased

degree of logic compression. The related absolute readings of the

proposed multipliers are listed in Table 4.4. As seen, there are

significant improvements in all design trade-offs. This is basically
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Figure 4.16: The impact of the proposed ECM on the (8×8) approximate
Wallace multiplier with: (a) 2-bit, (b) 3-bit and (c) 4-bit logic
compression levels.
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Table 4.4: Design trade-offs for different compression levels of the pro-
posed multiplier used to obtain comparative analysis in
Fig. 4.16.

(8×8) Wallace-tree Multiplier

Accurate
2-bit

SDLC

2-bit

SDLC

_ECM

3-bit

SDLC

3-bit

SDLC

_ECM

4-bit

SDLC

4-bit

SDLC

_ECM

Area

(um2)
1726.4 1133.7 1214.4 873.4 1175.2 661.7 988.6

Dynamic

(uW)
68.46 50.09 51.14 39.88 50.56 29.42 40.51

Leakage

(uW)
3.83 2.39 2.51 1.73 2.38 1.18 1.86

Delay

(ns)
1.58 1.39 1.44 1.27 1.39 1.09 1.31

PDP

(pJ)
114.2 72.94 77.26 52.84 73.59 33.35 55.51

because SDLC approach decreases the number of reduction stages

in Wallace accumulation phase (see Section 4.2.3). Furthermore,

this reduction in hardware complexity leads to low switching ca-

pacitance and leakage reading as well as shortened critical paths.

In the case of 2-bit logic clusters, slight decreasing of critical delay

and power consumption comparing to 3-bit and 4-bit logic compres-

sions. This is because the error compensation vector is utilized by

replacing the fourth existing row without increasing the number

of reduction stages (see Section 4.3).

Combining ECM method with the SDLC translates into additional

cost of area, delay and power. For example, while the area was

divided by 2 with the 3-bit SDLC compared to the traditional Wal-

lace multiplier, it is only reduced by 30% with the 3-bit SDLC-ECM

(first item of Figure 4.16-b). This is due to increasing the number

of reduction stages when including the error compensation vector
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to the accumulation tree as additional row for the cases 3- and

4-bit SDLC approach (see Section 4.3). For dynamic and leakage

power, the reductions obtained from applying error compensation

method range from 25.3%-40.8% and 34.5%-51.5% respectively.

Furthermore, the range of savings in the operating delay for the

proposed multiplier is from 8.9%-17.1%. The reduction in hardware

complexity also leads to silicon area to be reduced by 29.7%-42.7%,

and energy is reduced as a PDP by 32.4%-51.4%. Figure 4.17 shows

the impact of proposed ECM in terms of power, delay, area and

PDP savings with increased degree of logic compression (2- to 4-bit

SDLC) for (16×16) Wallace multiplier. The related absolute read-
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Figure 4.17: The impact of the proposed ECM on the (16×16) approximate
Wallace multiplier with: (a) 2-bit, (b) 3-bit and (c) 4-bit logic
compression levels.
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ings of the proposed multipliers are listed in Table 4.5. Similar to

proposed (8×8) multiplier, there are significant improvements in

all design trade-offs. As can be observed, the overhead cost asso-

ciated with replacing existing row in PPM by error-compensation

vector (Figure 4.17-a), is less than the case when combining this

vector as additional row (Figure 4.17-b and -c). For example, in

Figure 4.17-a, the area, (dynamic/leakage) power, delay and PDP

savings are slightly decreased by 4.7%, (1.5% 3.1%), 3.2% and

3.8%, respectively, compared to approximate Wallace multiplier

without applying ECM approach. While in Figure 4.17-b, the over-

head cost with ECM are increased by 17.5%, (15.6% 17%), 7.6%

and 18.2% for the same order. This is because the proposed ECM

offers different techniques to compensate the error introduced by

SDLC, with variable overhead costs. Therefore, the SDLC approach

with its potential to provide different levels of logic compression

Table 4.5: Design trade-offs for different compression levels of the pro-
posed multiplier used to obtain comparative analysis in
Fig. 4.17.

(16×16) Wallace-tree Multiplier

Accurate
2-bit

SDLC

2-bit

SDLC

_ECM

3-bit

SDLC

3-bit

SDLC

_ECM

4-bit

SDLC

4-bit

SDLC

_ECM

Area

(um2)
7036.40 4386.49 4715.80 3325.40 4555.37 2462.74 3795.43

Dynamic

(uW)
324.29 226.45 231.44 178.10 228.72 128.55 181.08

Leakage

(uW)
16.16 9.55 10.05 6.75 9.50 4.43 7.30

Delay

(ns)
3.05 2.58 2.68 2.35 2.58 2.00 2.43

PDP

(pJ)
22.45 13.59 14.44 9.64 13.71 5.81 10.16
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together with the proposed ECM can allow for more diverse in PEQ

trade-offs.

4.6 C O N C L U D I N G R E M A R K S

This chapter studied two novel design approaches. First is an ap-

proximate multiplier design combines the SDLC approach with

Wallace-tree accumulation method. The reduced number of rows

resulted from configurable lossy compression, led to decreased

number of reduction stages and logic units. The results obtained

after synthesis have shown remarkable decrease in latency, power

consumption and area, compared to accurate Wallace-tree multi-

plier. This is achieved at the cost of introduced error in the less

significant bits of multiplier output.

Second is a systematic ECM approach, which consists of a par-

allel error detection logic used to generate error compensation

bit-matrix. This matrix is then compressed vertically using OR

gates to generate an error compensation vector. In order to miti-

gate the impact of error introduced by SDLC, this vector is either

considered as an additional row or used to modify an existing one.

Multiple 8- and 16-bit multipliers were designed and synthesized

to evaluate the effectiveness of ECM approach. We showed that

the proposed error compensation method effectively reduces the

resulted error from variable sizes of logic clusters at variable over-

head costs. These trade-offs are further substantiated by a case

study of convolution filter used in image processing in next chapter.



5

I M P L E M E N TAT I O N A N D VA L I D AT I O N S

5.1 I N T R O D U C T I O N

Chapter 3 and 4 demonstrated the performance-energy quality

(PEQ) trade-offs for different approximate multiplier configurations.

The SDLC approach is aimed at reducing the number of product

rows using progressive bit significance, and thereby decreasing

the number of reduction stages in Wallace-tree accumulation. This

accounts for substantially lower number of logic counts and lengths

of the critical paths at the cost of errors in lower significant bits.

These errors are minimised through a parallel error detection logic

and compensation vector approach.

This chapter demonstrates the effectiveness of the energy-

quality trade-offs achieved by the proposed approaches. These

trade-offs can be used to implement multipliers in applications. As

such, two case studies are set up. First, image processing appli-

cation where a Gaussian blur filter was designed, which demon-

strated up to 80% energy reduction with a negligible loss of image

quality. Second, we evaluate our approach in machine learning

application using perceptron classifier, showed up to 74% energy

reduction with negligible error rate. Note that, for this chapter, the

investigation into enabling energy-efficiency is done by replacing

the standard existing multiplier units across applications with

proposed approximate multipliers.

105
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5.2 CA S E S T U DY 1: G AU S S I A N B L U R FI LT E R

We evaluate the efficiency of the proposed approach using a Gaus-

sian blur filter application. The application consists of additions

and multiplications using key multipliers as building blocks. Our

analysis considers the Gaussian blur filter [117] since it is widely

used to reduce image noise and detail by acting as a low-pass filter.

This filter involves the convolution through a “kernel”, described by

a Gaussian function, with the pixels of the image. The pixel values

in the input image are multiplied by the corresponding entry of

the kernel (i.e., the pixels that overlap with the a given kernel).

Then, all the obtained multiplications are added and become a new

pixel in the output image.

Fig. 5.1 demonstrates a test platform to examine the effective-

ness of the proposed multipliers on the quality of final output

image processed by Gaussian blur filter. Different versions of 8-bit

and 16-bit multipliers together with the Gaussian blur algorithm

are combined. All modules are implemented in Matlab covering 2-,

3- and 4-bit depth clustering, in the case of (8×8) multiplication,

and from 2- to 8-bit depth clustering for (16×16) multiplication.

The Gaussian kernel is (3×3) with a 1.5 standard deviation value

and it uses 8- and 16-bit fixed point arithmetic. The Gaussian

blur filter is applied to 8-bit and 16-bit gray-scale input images

of size of (500×500) pixels. We approximate Gaussian blur by re-

placing the standard multiplication in the Gaussian filter with the

aforementioned approximate multipliers.
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Figure 5.1: Flowchart diagram showing the main steps for evaluating
the impact of the proposed multiplier on the final quality of
image processed by Gaussian blur filter.

The peak signal-to-noise ratio (PSNR) is a fidelity metric used

to measure the quality of the output images. PSNR is expressed

as [55]:

PSNR = 10 log10

(
2552

MSE

)
, (5.1)
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where MSE is the mean squared-error measured with respect to the

reference pixel. To calculate the consumed energy in the multiplier

unit required to process the input image, we follow this equation:

Energy= Power∗Delay∗N , (5.2)

where Power and Delay are obtained for one multiplier design from

the synthesis tool. N is the number of multiplications necessary to

treat the input image by Gaussian filter. The energy savings are

then calculated compared to the accurate Wallace multiplier.

Fig. 5.2 and Fig. 5.3 demonstrate the impact of different bit-

depth clustering on the image quality after applying the Gaussian

blur filter. The standard multiplier and number of different levels

of approximation for the proposed (8×8) and (16×16) multipliers

are used.

As can be seen, the use of the SDLC approach can yield fruitful

results. The PSNR for the case of 2-, 3- and 4-bit logic clustering

for (8×8) SDLC are 50.2, 39 and 30 dB respectively, whereas the

PSNR values are 70.2, 61.3, 51.4, 42.8, 39.3, 83.2 and 30.2 dB, when

treating the images using 2- to 8-bit logic clustering for (16×16)

SDLC. The values of PSNR are computed compared to the image

resulting after applying Gaussian blur filtering with the case of

accurate multiplication. Thus, the proposed approach can provide

a significant dynamic energy saving up to 80.1% with acceptable

quality of output image, especially when using smaller bit depth

clusters such as 2- and 3-bit for (8×8) SDLC and 2- to 6-bit for

(16× 16) SDLC. As can be observed from Fig. 5.3, the proposed

(16×16) multiplier allows for more levels of energy/quality trade-

offs, comparing to the output quality of (8×8) multiplier in Fig. 5.2.



5.2 CA S E S T U DY 1: G AU S S I A N B L U R FI LT E R 109

2-bit SDLC                             3-bit SDLC                              4-bit SDLC

34.8 %                                       50.1%                                    62.6%             
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29.3 %                                      31.4%                                       45.9% 

Exact Wallace Multiplier

Reference Image 

Energy Saving/Image 

Figure 5.2: Output quality after applying Gaussian blur filtering for
different degrees of logic compression of the proposed (8×8)
multiplier.
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Figure 5.3: Output quality after applying Gaussian blur filtering for
different degrees of logic compression of of the proposed (16×
16) multiplier.
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Neural networks are flexible model functions that are built up from

the single or cascade of several layers, each of which is a collection

of perceptron functions. A perceptron is a binary linear classifier

that divides space into parts using linear functions [39]. We im-

plement the proposed multiplier in a single layer feed-forward

neural perceptron, as shown in Fig. 5.4. We exercise perceptron for

learning a binary classifier, i.e. a function which takes the inputs

x1, x2, ..., xm and produces an output value y. The output y is a

single binary value, expressed as:

y=


+1, w · x+b > 0,

−1, otherwise,

(5.3)

where w is a vector of real-valued weights, which vary over run-

time depending on the number of training input samples and the

training rate, w · x is the dot product, i.e.
∑m

i=1 wi · xi, m is the

number of inputs to the perceptron and b is the bias (0 used in

our example). We used (5.3) to classify patterns that are linearly

separable [40].

Fig. 5.5 shows a test platform to evaluate the effectiveness of

proposed multipliers on perceptron-based machine learning appli-

...
Inputs

Bias b

Output

y

x1

x2

xm

w1

w2

w3

Figure 5.4: Signal-flow graph of the perceptron.
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Figure 5.5: Flowchart diagram demonstrating the main steps for evalu-
ating the impact of the proposed multiplier on a perceptron-
based Classifier.

cation. For perceptron learning algorithm, a training set is used

to train the perceptron to classify inputs correctly. This is accom-

plished by adjusting the connecting weights and the bias to prop-

erly handle linearly separable sets. All input sets are randomly gen-

erated and independently distributed to generate integer numbers

between (0 to 65535) to allow for using 16-bit multiplication. Then,

we evaluate the classifier against test set of 1000 two-dimensional

points that belong to two classes [-1,+1], see (5.3). The approxi-
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mate multipliers are used to multiply the perceptron inputs by the

weights vectors.

However, for all experiments, fractional numbers are computed

by using fixed-point representation. The idea is to exploit low-cost

integer multipliers to perform multiplication of each integer input

in the test set with the corresponding fractional weight w. To per-

form fixed-point multiplication, the binary point is ignored by scal-

ing up the weights by a constant factor and then, determine the po-

sition of the binary point for the result [84]. For instance, if the wi =
(0001.100110110001)2 = (0001100110110001)2 × (2−12)10 and xi =
(1100100100100101)2, then the wi × xi = (0001100110110001)2 ×
(1100100100100101)2 × (2−12)10. This means that the binary point

is put to the left of the 12th bit of the final product to obtain the

desired multiplication result. The addition and subtraction opera-

tions used to generate the output value y are done by performing

exact computation. This allows only multipliers to impact the qual-

ity of classification done by the perceptron.

The error rate (ER) is the ratio of mismatch between classified

class and the actual output. Fig. 5.6 demonstrates the comparison

of the classification problem with accurate (16× 16) multiplier

and the proposed 2-bit SDLC design. Compared to the accurate

multiplier, the proposed SDLC multiplier classifies six points, from

the 1000 points in the testing set, as class 1 by mistake. Note that,

even the design that uses the accurate multiplier cannot classify

all points correctly (three mismatched points).
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(a)

(b)

Figure 5.6: The test set perceptron classification using; (a) accurate mul-
tiplier; (b) 2-bit SDLC proposed multiplier, where the axises
show the random inputs between 0 to 65535. (blue and red
points represent two classes -1 and +1, black dots for mis-
match classification points.)
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Table 5.1 shows the comparative error rates and energy advan-

tages of our approach and various (16×16) multipliers. The energy

savings is calculated by (5.2). The proposed approach outperforms

the other designs and can provide energy saving of up to 74.2%

with acceptable error rates, especially when utilizing lower bit

depth clusters such as 2- and 3-bit SDLC. However, for 4-bit SDLC,

the increased ER in Table 5.1, is expected. This is because higher

depth of logic clusters affects the accuracy when multiplying the

inputs with their associated weights. When compared with exist-

ing approaches, such as ETM [66] and Kulkarni et al. [65], the 4-bit

SDLC produces a solution with comparable ER.

Table 5.1: Error rate results and energy savings for perceptron classifier

(16× 16) Multiplier ER (%) Energy savings (%)

Accurate 0.3 –

Proposed (2-bit SDLC) 0.6 40.2

Proposed (3-bit SDLC) 2.2 68.7

Proposed (4-bit SDLC) 12.7 74.2

ETM [66] 12.1 38.2

Kulkarni [65] 6.7 27.4

5.4 C O N C L U D I N G R E M A R K S

This chapter showed an investigation into enabling energy-

efficiency by implementing the SDLC design approaches in

imprecision-resilient applications. This investigation involves a

various group of (8×8) and (16×16) multipliers with different levels

of approximations achieved through configurable logic clustering.

The multiplier designs were implemented in two real-application

case studies demonstrating comparative advantages of the pro-

posed approaches.
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The first case study shows energy-quality trade-offs of SDLC

multiplier applied in an image processing application. A Gaus-

sian blur filter was designed to investigate into these trade-offs,

demonstrating up to 80% energy reduction with a minor loss in

image quality. A group of simulations was carried out to examine

the effectiveness of ECM, showing an increase in the image quality

with comparative energy overhead costs.

The second case study evaluates the SDLC approach in machine

learning application. The energy-quality trade-offs are leveraged

in a perceptron-based classification. Using different configurations

of SDLC multiplier led to substantial reductions in the energy

consumed by the perceptron (up to 74%), with negligible error

rate. The literature has not shown many research works to exploit

approximate multiplier design in machine learning applications.

Very recently, a promising efforts for using approximate multiplier

for extracting patterns and detecting trends in neural computing

paradigm can be found [102].
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C O N C L U S I O N S A N D F U T U R E W O R K

6.1 S U M M A R Y A N D C O N C L U S I O N S

Approximate computing has recently gained a lot of traction as

a viable alternative to exact computing in many of imprecision-

resilient applications. It offers various design techniques for build-

ing highly performance- and energy-efficient on-chip systems at

different abstraction levels. As one of the de facto sub-area of ap-

proximate circuits, approximate arithmetic (such as adder and

multiplier) has received more attention in the literature. This the-

sis proposed an investigation into approximate multiplier design

as a promising basis for tackling the performance/energy efficiency

challenges in the electronics and ubiquitous computing industry.

This section summarises the main conclusions drawn from this

thesis.

Multipliers, with complex logic design, have been considered as

a real challenge in modern applications. This is either because they

are the most energy-demanding data processing units or due to

the large number of multiplications required to compute outcomes.

The literature shows different research efforts to use approximate

multiplier to improve the computational and energy efficiency with

various degrees of accuracy loss. The key design principle of these

efforts is either to apply functional (such as reducing logic com-

plexity) or timing (such as VOS and over-clocking) approximations,

at different abstraction levels. However, the state-of-the-art tech-
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niques of approximate multipliers face different challenges, which

are discussed in Chapter 2.

To mitigate the impact of challenges, a novel energy-efficient

approximate multiplier design using significance-driven logic com-

pression (SDLC) approach, have been proposed. The SDLC approach

has the ability to reduce the number of product terms by exer-

cising variable sizes of logic clusters, whose main component is

low-complexity structure of OR logic gates. Then the commuta-

tive remapping method is used to reduce the number of product

rows. As such, the complexity of the multiplier in terms of logic

cell counts and lengths of critical paths is drastically reduced. The

results obtained after synthesis have shown substantial decrease

in run-time, power consumption and even in silicon area. On a

statistical basis, various error metrics, such as NMED and MRED,

show how the impact of error is alleviated when the size of the

multiplier is increased. Additionally, the error distributions show

high right-skewness for error probabilities, indicating that the

proposed multiplier gives close to exact products for most inputs.

This is because the SDLC approach preserves higher-significance

bits of the final product, to a large extent. We demonstrate the

performance-energy-quality (PEQ) trade-offs for variable levels of

approximations achieved through configurable logic clustering,

showing that higher depth of clustering achieves considerable

savings in all design trade-offs. Additionally, we show that the

proposed multiplier is scalable for any (N ×N) size with d-bit com-

pression. Also, a comparative approach is proposed to examine

the SDLC approach against different state-of-the-art approximate

multipliers. We show that the proposed multiplier outperforms

in terms area, power, delay and PDP, especially with higher bit-

widths, such as 16- and 32-bit multipliers. The implementation



6.1 S U M M A R Y A N D C O N C L U S I O N S 119

requirements of proposed approach when performing signed multi-

plication is also described.

The advantages achieved by SDLC approach can be harnessed

to benefit different schemes of standard multiplication. In this

work, we combine the SDLC approach together with a Wallace-tree

accumulation method to shorten the number of reduction stages.

The SDLC approach aims to decrease the number of product rows,

while Wallace method is applied to reduce these rows to the height

of two before the final product is generated by carry propagating

adder (CPA). As such, the hardware complexity of the multiplier

implementation is drastically reduced. The results obtained af-

ter synthesis have revealed remarkable improvements in latency,

area and power consumption. These savings have been achieved

at variable costs of error, depending on the level of approxima-

tion performed by variable depths of logic clusters. To mitigate

the impact of such error, a parallel error-detection-compensation

method (ECM) is proposed using low-complexity logic structure.

This method aims at generating error compensation vector to ei-

ther combine it as additional row in the accumulation tree or to

replace one of the existing rows. We have examined the effective-

ness of the ECM, based on the results after synthesis and the error

analysis. We demonstrate that using SDLC along with standard

schemes of multiplication can extract manifold improvements with

a minimal loss in output quality. Furthermore, we establish that

the skewed error behaviour for different combinatorial pattern of

inputs can be mitigated by using ECM at low overhead cost.

The PEQ trade-offs achieved by the proposed multiplier designs

are investigated into two real-application case studies demonstrat-

ing comparative advantages of SDLC approach. First, Gaussian

blur filter is designed, demonstrating remarkable energy reduction
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with a meagre loss of image quality. Second, perceptron classifier

is used to evaluate our approach in machine learning applica-

tion, showing that the proposed multiplier design can do its job

in classifying inputs with negligible error rate. These case studies

show that exploiting advantages of the proposed design is highly

conducive to significant energy improvements with an almost im-

perceptible loss of application quality.

6.2 C R I T I CA L R E V I E W A N D F U T U R E W O R K

The objectives of this thesis include opening a new research hori-

zons in future approximate multiplier designs. Therefore, many

research directions can be drawn and motivated from this thesis to

achieve more performance and energy efficiency. The limitations

of this work and directions for future research are discussed as

follows:

•Dynamic Reconfigurability: The performance-energy-quality

(PEQ) derived from the SDLC approach depends on the configu-

ration parameters, such as the size of the multiplier and depth

of logic compression (see Section 3.3). The SDLC approach pro-

vides design-time configurable logic clustering of product terms,

which is suitably chosen for a given energy-accuracy trade-off.

However, as the quality requirements of applications may vary

significantly at runtime, accuracy-configurable approximate mul-

tiplier designs are preferable. This can be done by implementing

systematic models that evaluate different depth logic compression

for different application quality constraints. Similarly, the pro-

posed error-detection logic and error-compensation method (ECM)

could configure runtime accuracy by controlling the length/value

of error-compensation vector.
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•Dynamic Voltage Frequency Scaling (DVFS): Due to the reduced

number of rows in the accumulation tree, the critical path delay in

the proposed multiplier is drastically shortened (see Section 3.5).

This can be leveraged to improve energy/performance efficiency

by allowing the voltage/frequency to be set for reduction in en-

ergy consumption or increasing the throughput of multiplication,

without introducing additional timing errors. For instance, for

power-adaptive computing purposes, a design may use various im-

plementations of approximate and exact multipliers to execute the

workload. This can be explioted by slack reclamation approach [99],

which utilizes the available slack time of the tasks executed by

approximate multipliers to deliberately slow down the execution

(e.g. scaling down the operational clock frequency). The aim is to

reduce power/energy, while meeting performance deadlines.

•Systematic Analysis and Verification: In this work we analyse

the impact of the error derived from various levels of approxima-

tions by performing statistical techniques (Monte-Carlo simula-

tions). These techniques are very time consuming (e.g. 32-bit and

64-bit multipliers), and not flexible enough to support the design

of the multiplier where formal error bounds can be given as a part

of the input. Conventional Boolean analysis techniques (i.e., verifi-

cation tools such as Boolean satisfiability (SAT) solvers and Binary

Decision Diagrams (BDDs)) can be used to ensure that the se-

lected approximations satisfy a given quality constraints; however,

these techniques have some limitations, such as for cases where

the BDDs cannot be constructed [127] (e.g., larger bit-width mul-

tipliers), or where time consuming loops are required for fitness

function [15]. As such, the use of the SDLC approach in indus-

trial practice could be limited by the lack of verification. Finding

closed-form expression for faithful logic compression in the SDLC
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approach is very effective choice to this end; however, it requires

good understanding of a range of aspects, such as parametriza-

tion and analytic error bounds, which are both not simple and

highly application dependent. As a consequence, similar to other

existing approximate circuits, the systematic analysis and verifica-

tion of the proposed multiplier is also being considered for future

research.

We believe that the research outcomes generated by this thesis

will be useful for circuit design community, and continue inspire

further research and development in the above-mentioned direc-

tions.
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