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Abstract

The present study is an attempt to investigate the use of discmankers in
English and Arabic. The study uses Relevance Theory as a theoratncaivork

for the analysis of discourse markers in both Syrian and StandatsicAnt
benefits from Blakemore’s (1987, 2002) account of procedural meanindpch w

she argues that discourse markers encode procedural meaning thaireotistr
inferential phase of the interpretation of the utterance in whiey ccur.
According to Blakemore, the procedural meaning encoded by discourse markers
controls the hearer’s choice of context under which the utterance is relevant.

The study concentrates on ten discourse markers, five of which lgrre on
used in Standard Arabic. These kle@nna bainama lakin, bal andfa. The other
five (bass la-heik la-ha-sabab ma‘'nat-o and bi-ittalz) are only used in Syrian
Arabic. The choice of these discourse markers has been mdtiwatbe fact that
they can be compared and contrasted with Blakemore’s two favoured descours
markers,but andso. The claim is that likeso and but, such discourse markers
encode procedural meaning that constrains the interpretation of ¢nang in
which they occur.

The study argues that likeut in English,bassin Syrian Arabic encodes a
general procedure that can be implemented to derive different mgeasuch as
‘denial of expectation’, ‘contrast’, ‘correction’ and ‘cancabtiat. The four
discourse markerdakinna bainama lakin andbal) used in Standard Arabic are
analysed as lexical representations of these different implementations.

The discourse markéa, in this study, has also been analysed as encoding
a general procedure that can be implemented to derive differeningeauch as
‘sequentiality’, ‘immediacy’, ‘non-intervention’ and ‘causality’. ias also been
argued that the procedure encodedéygan put constraints on either the explicit
or the implicit side of the interpretation of the utterance in which it occurs.
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Introduction

In every language, there are linguistic expressions whose meaningndbes
contribute to the truth-conditional content of the utterances inhathiey occur.
Prominent among such expressions are discourse markers. Discoukszsma
have been studied by different researchers and within differen¢vvarks. They
are referred to asue phrasegKnott and Dale, 1994)discourse connectives
(Blakemore, 1987, 1992, 2002yliscourse operatordRedeker, 1990, 1991),
particles(Schourup 1985)iscourse signalling devic€®olanyi and Scha, 1983),
pragmatic expressiongErman, 1987),phatic connectivegBazanella, 1990),
pragmatic formativegFraser, 1996)pragmatic connectivegvan Dijk, 1979;
Stubbs, 1983)pragmatic operatorgAriel, 1994), pragmatic particlesOstman,
1995), pragmatic markergFraser 1988,1990; Schiffrin, 198 €pnjuncts(Quirk
and Greenbaum et al., 1985) amhtence connectivéldalliday and Hasan, 1976).
Schiffrin (1987) and Fraser (1988, 1990) study discourse markers within

the Coherence framework. They argue that discourse markersexdcal |
expressions that relate discourse units and play a major role intéhgretation
of discourse by signalling coherence relations between discourse Qthes.
researchers study discourse markers within the Conversation Arfedysanvork.
They argue that discourse markers play an important role in catieersfor

example, marking topic shift and turn taking, summing up ideas, requesting
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explanation and expressing conclusions (Heritage 1988, 1989, 1995 and Al-Khalil
2005).

Blakemore (1987, 2002), Blass (1990), Iten (1998) and others study
discourse markers from a relevance-theoretic point of view. Thgyeathat
discourse markers encode procedural meanings that constrain tleatiafgrart
of the interpretation of the utterances in which they occur. Suchessipns
control the hearer’s choice of context by guiding him to reacintbgoretation of
an utterance by constraining the context under which the utteramekevant.
According to them, discourse markers are linguistic devices toseaaximize
contextual effects and minimise processing effort in assessinglthence of a
given utterance. Blakemore’s relevance-theoretic account of discoadesrs
will be compared and contrasted with Schiffrin’s coherence-based one.

The current study is concerned with the analysis of some discourse
markers within the latter framework, i.e. Relevance Theory, wheeourse
markers are analysed as elements that encode procedural meanibgsadA
outline of the framework will be presented in this study, as veefiaav discourse
markers are accounted for in this framework in comparison witlCtteerence
framework. The conceptual/procedural distinction and its relatiohe@mnalysis
of discourse markers will be also discussed.

The main aim of this study is to investigate the use of sonu®uiise
markers in Arabic within the relevance-theoretic frameworkw Fesearchers
have studied the use of discourse markers in Arabic. These Ww&atah (1994)

and Al-Khalil (2005), who adopted the Conversation Analysis and Coherence
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frameworks in analysing them. But there is no single study that igaessdi
discourse markers in Arabic within Relevance Theory. It is hopedHisastudy
paves the way for applying relevance-theoretic pragmatics to Arabit
contributes to the broadening of Arabic linguistics, which is mainly coede
with gender issues, syntax, phonology, phonetics, dialectology and diglossia (e.qg.,
Blanc 1960, Holes 1983, Bakir 1986, Ibrahim 1986, Abdel-Jawad 1987 and 1990,
Al-Wer 1991, Daher 1998).

The study does not aim to analyse every single discourse markerbic Ara
(standard and non-standard). Such an enterprise would be impracyivanie¢he
vast number of discourse markers in Arabic. The concentration wiinbeen
discourse markers, five of whicllekinna bainama lakin, bal andfa) are only
used in Standard Arabic and the other fikass la-heik la-ha-sababh ma‘nat-o
and bi-ittali) are only used in Syrian Arabic as a representative of the non-
standard form of Arabic | have chosen these ten discourse markers for the sake
of comparison with Blakemore’s analysissafandbutin English on the one hand
and the intricate differences between discourse markers in SlaAdsvic and
Syrian Arabic on the on the other.

Data in this study come from different sources. As far asStlaadard
Arabic is concerned, data are collected from the Holy Quran andriovels and
newspapers. As for the data from Syrian Arabic, they are cadleitom TV

programmes, soap operas and some extracts from conversations emitls fand

! | have chosen to discuss the use of discoursearsitk Syrian Arabic because | am a native
speaker of Syrian Arabic. In addition, there isadjnumber of my colleagues in the School of
English in Newcastle University who are also natipeakers of Syrian Arabic. This was a great
chance to discuss the data with them.
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colleagues. Composed examples and scenarios are also used fi@tidlusn
both Standard Arabic and Syrian Arabic. Most data and examples uske in t
study have been glossed and translated by me into English. Some imgeresti
translation problems have been faced. This was, in particular, seewith fa
which does not easily lend itself to a proper translation in Englisg,to the
vagueness of its meaning.

Chapter 1 provides a broad outline of the theoretical framework of this
thesis, namely Relevance Theory. It starts by offering a histdrazedground of
this theory and the development it has undergone. | discuss Gihess/ of
communication and show how Relevance Theory is considered as a dexaopm
of it. I go further to highlight the main points of difference betwé&rice’s theory
and Sperber & Wilson’s Relevance Theory regarding utterance interpretation.

Grice can be seen as offering a theory of the distinction betwe
‘explicit’ and ‘implicit’. According to him, ‘explicit’ is equald ‘what is said'—
semantically determined by the literal meaning of the conventionalsweed in
the utterance, while ‘implicit’ is pragmatically derived bypkiting one or more
of the conversational maxims. In other words, the distinction betwexicieand
implicit is mutually exclusive in Grice’s theory. The proposition exyy
expressed in a certain utterance is an outcome of linguistic decouireny other
communicated aspect is considered as an implicature, pragmadiealtgd. This
is questioned in Relevance Theory, which argues, against Grice,thiat
explicit/implicit distinction does not align with the distinction Wween linguistic

encoding and inference. There are cases where what is exgmmtignunicated
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(what is said, for Grice) is not determined by the literalmmepof words in the
sentence but is rather pragmatically derived, as is the caseefefence
assignment’ and ‘disambiguation’. Furthermore, in other cases, winaplisated
(for Grice) is not pragmatically determined, but encoded, as ireGnmwtion of
‘conventional implicature’. Relevance Theory treats the expligilici
distinction differently, in terms of explicature vs. implicatufee important point
here is that pragmatic inference is involved not only in deriving theidatpte,
but also in deriving the explicature.
The explicature/implicature distinction (and the problems assoatbd
it) is discussed in some detail due to its close relatiohgmbtion of procedural
meaning discussed in this thesis. We know that Grice’s notionoofentional
implicature’ has been replaced by the notion of ‘procedural meaning’ in
Relevance Theory. The notion of ‘conventional implicature’ has beecised by
many pragmatists (Rieber 1997; Bach 1994, 1999; Wilson and Sperber 1993 and
Blakemore 1987, 2002; Levinson 1983; Kempson 1975 and Carston 2002).
Blakemore’s (1987, 2002) notion of procedural meaning tries to accouttiefor
meaning of discourse markers without appeal to quote ‘conventional implicature’.
The investigation shows that the procedural meaning encoded by discourse
markers can constrain either the explicit or the impliae sof the utterance
interpretation. In some cases, such as the cada, @f can constrain both the
explicit and the implicit side of the utterance interpretatiohe Totions of
cognitive effect, context and processing effort are also discusstds thesis

because Blakemore’'s (1987, 2002) account of procedural meaning revolves
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around these very notions. According to Blakemore, a procedure encoded by a
certain discourse marker controls the utterance interpretatitre sense that it
guides the hearer to the context under which the utterance is telbvather
words, the use of a linguistic expression with encoded procedural meaning
maximises cognitive effects by directing the hearer to thecehof context
needed in the utterance interpretation and thereby, it savé®dner processing
effort in interpreting the utterance.

Chapter 2 reviews some of the core distinctions in semantics and
pragmatics namely the truth-conditional/non-truth-conditional and the
conceptual/procedural distinctions and highlights some possible confusion
literature. It starts by discussing the relationship betweeguiktic meaning and
truth conditions by reference to Strawson’s (1971) and Davidson’s (1967, 1984)
truth-conditional theories of linguistic meaning, in which they arguetlieae is a
pairing up between natural language and the real world.

The chapter, then, moves to discuss some linguistic expressions whose
encoded meaning does not contribute to truth-conditional content of uttenance
which they occur such as personal pronounkg sheetc.), sentence adverbials
(seriously sadly), focus adverbsefren too, also and discourse markersd after
all, butetc.).

The second half of the chapter concentrates on the analysis of timguis
meaning and its relation to truth conditions in Relevance Theothidrconcern,
(Blakemore 1987) assumes that the meaning encoded by linguistic expsass

either conceptual or procedural. Conceptual encoding contributes touthe t
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conditions of utterances while procedural encoding does not. This lcésrheen
revisited by Wilson and Sperber (1993) and Blakemore (2002), who recognise
that such parallelism does not hold.

In general, the chapter offers arguments suggesting that théels=ral
between these two distinctions does indeed not hold. There arelisgmistic
expressions whose meanings both contribute truth-conditional content and
constrain the inferential part of the interpretation of therattce in which they
occur. It also claims that the conceptual/procedural distincdonot mutually
exclusive; there are some linguistic expressions which encode botaptaaic
and procedural meanings and others with conceptual encoding but used
procedurally. Given that, and as far as this distinction is concetfmsd;hapter
classifies linguistic expressions into three categoridsiglistic expressions that
encode purely conceptual meaning, such as ‘nouns’, ‘verbs’, ‘adjéctnes
‘manner adverbs’, ii) linguistic expressions that encode conceptuecunad
meaning, such as ‘pronouns,’ the definite article ‘the’ and ‘sentadeerbials’,

iii) linguistic expressions that encode purely procedural meaning.eThes
discourse markers such s but, thereforeandafter alll.

Chapter 3 investigates the semantics and pragmatics of discourse markers
in English. It discusses the different views researchers havheoanalysis of
discourse markers. These views are classified into two maioag®@s. The first
approach analyses discourse markers as linguistic devices thabwento the
interpretation of discourse by signalling coherence relations inoulise.

According to this approach, text interpretation is highly dependable @n th
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identification of certain coherence relations between discourses. umiftis
approach is called the coherence-based approach and its main propoeents a
Schiffrin (1987) and Fraser (1988).

The second, relevance-theoretic, approach considers discoursesteeake
pragmatic devices that encode procedural meanings which constrain the
inferential part of the utterance interpretation by guiding the heaadefiréo reach
the interpretation, consistent with the principle of relevance. Propowérihis
approach argue that the use of some discourse markers contrdigaites’s
choice of context against which, he should interpret the utteranetesant and
thus saves him effort in the process of utterance interpmetéBilakemore 1987,
2002, Blass1990; Iten 1998 and Wilson & Sperber 1993).

The chapter gives a theoretical evaluation of both approaches, discusses
the points of differences and similarities between them and cosdiydeaiming
that the relevance-based approach is a more reliable tlcabretimework for
studying discourse markers than the coherence-based one.

Chapter 4 offers a relevance-theoretic procedural analysis of some
linguistic expressions in Standard Arabic. The chapter startevigwing some
literature written on discourse markers in Arabic, mainly byBatal (1994) and
Al-Khalil (2005). The first part of this chapter argues againsKialil's two
claims that discourse markers in Arabic are only used in the nodasthform
and that Conversation Analysis is the only framework that can acaouhiefuse

of discourse markers in Arabic.
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Regarding the first claim, this chapter argues that discourse markers can be
used in both standard and non-standard from of Arabic due to the diglassie
of this language. However, the discourse markers used in the standarbigm
different counterparts used in the non-standard form. For exanabiena
bainama lakin and bal which are used in Standard Arabic, cannot be used in
Syrian Arabic, wherdassis used instead. As for the second claim, the chapter
argues that Relevance Theory provides a more appropriate and idaahtafce
analysing discourse markers in both Standard Arabic and Syrian Arabic.

The second part of this chapter discusses the procedural meaning encoded
by four discourse markers used in Standard Arabic namaklyna bainama
lakin andbal which are equivalent tbut in English. The argument is that each
one of these discourse markers stands for one of the four different
implementations of the general procedure encodeoubin English, i.elakinna
stands for the denidlut, bainama(= contrastivebut), lakin (= cancellatiorbut)
andbal (= correctionbut). This leads to the claim thaut in English encodes a
general procedure that can be implemented to derive different mgeathiat can
be represented by different lexical expressions in other languagkgaagom
Standard Arabic show.

The third and last part of this chapter investigates the prodedesming
encoded by one of the most interesting discourse markers in Stafddmd,
namelyfa. This chapter claims thdh encodes a general procedure that can be
implemented by the hearer/reader to derive different meaningguéstiality’,

‘immediacy’, ‘non-intervention’ and ‘causality’.
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Chapter 5 discusses the procedural meanings encoded by some discourse
markers used in Syrian Arabic. The scope of discussion has beem limitiee
discourse markersiass la-heik la-ha-sabab ma‘nato andbi-ittalz. The chapter
argues that, likbutin English,bassin Syrian Arabic encodes a general procedure
that can be implemented to derive four different meanings: ‘deh&tpectation’,
‘contrast’, ‘correction’ and ‘cancellation’. These four differeneanings are
represented by four different lexical expressions in Standard Arktiécchapter
claims thatbasscan also encode conceptual meanings such as ‘enough’, ‘stop it’
and ‘only’. Given thatbassis listed under the conceptuo-procedural linguistic
expressions discussed in chapter 2.

As regards the other four discourse markers, this chapter algidbdy
are all equivalent téa in Standard Arabic ansbin English. The first twda-heik
and la-ha-sababare analysed as an implementation (causality) of the general
procedure encoded bia, while the second twona‘nat-o and bi-ittali encode

logical (inferential) consequence.
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CHAPTER 1

1. Relevance Theory and Linguistic Communication

1.1. Introduction

Relevance Theory is a theory of communication grounded in psychology and
cognition. The theory treats utterance interpretation as a oggrtiocess.
According to relevance theorists, utterances are linguistiealbpded inputs to
inferential processes which affect the cognitive environmertieohearer. By the
same token, utterances are verbal stimuli decoded by hearers Ye deri
assumption or set of assumptions treated as the representdtibesactual world
and/or thoughts (Sperber and Wilson 1995:2).

The whole theory is based on what is called the ‘principle of reteva
and the balance of the two notions of ‘contextual effect’ and ‘psaug®ffort’.

This will be discussed in more detail in section 1.3.6:

Principle of relevance:
Every act of ostensive communication communicates a presumptits of i

own optimal relevance.

(Sperber and Wilson 1995:158)
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By saying that a certain utterance is relevant, we mean tleahieves some
contextual effect (Sperber and Wilson 1995:108). The strength onesabkf the
contextual effect determines the degree of relevance an utetasc Thus,
utterances can be more relevant or less relevant dependingammtegtual effect
they achieve. According to the principle of relevance, when addressirepsem
the speaker creates an expectation thaf’ terance will achieve enough
contextual effects to be worth processing on the one hand, and will netliaus
any unnecessary processing effort on the other hand. This is known in Relevanc
Theory (RT henceforth) as ‘optimal relevance’ (Sperber and Wil€8%:144).
The hearer’s task, in this respect, is to assess what asstettect could have
been intended by the speaker. To put it differently, the hearer byartsaking
assumptions about the context under which the utterance is worth prgcess
Given this, relevance can be seen as a result of trade-off lbetwet=xtual effect
and processing effort, and the expectation of optimal relevance s aee
automatically created by utterances.

RT has developed in several stages. It starts with Wilson path&’s
(1981) paper “On Grice’s theory of conversation”. In this paper, Wilson and
Sperber acknowledge their debt to Grice’s theory of conversattbmdicate that
most recent theories of utterance interpretation are atdiesclt of Grice’s
William James Lectures (Wilson and Sperber 1981:155). However, theyfydent
three areas of dissatisfaction with this theory. Firstly, theyuea that the

distinction between saying and implicating is not as simple &= Guggests.

2 In this thesis, | refer to speaker as ‘she’ araféeas ‘he’.
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Grice’s maxims, they suggest, are not used only in deriving the atyniec but
also in deriving the proposition explicitly communicated by the atiee. This
will be the focus of section 1.2.3. Secondly, there is more to the irterpreof
‘metaphor’ and ‘irony’ than the mere knowledge of the maxims of convensas
Grice assumes. Thirdly, not all Grice’s conversational maximsecessary for
the derivation of implicatures. Sperber and Wilson argue that tkensi&an be
reduced into one general principle, the principle of relevancesireciple’ rather
than a ‘maxim’. More detail on this will be given in section 1.2.1. Thié f
presentation of relevance theory has been published Relevance:
Communication and Cognition(Sperber and Wilson 1986) and updated in
(Sperber and Wilson 1995), (Sperber and Wilson 1998), (Wilson and Sperber
2002), (Wilson and Sperber 2004), and (Carston 2002).

This chapter is structured as follows: in section 1.2, | discugse'&r
theory of conversation and show how this theory constitutes the mainobase
Sperber and Wilson’s RT. | also investigate some problems ae'Githeory and
highlight the points of disagreement between Grice and Sperber|gowon
utterance interpretation. In section 1.3, | discuss the cognitiveenatf RT,
investigate its mechanisms and discuss some crucial ideas suchktension’,
‘inference’, ‘context’ and ‘cognitive effect’. Section 1.4 investegithe role
relevance plays in verbal communication. This section also tacklesmamblems
in RT such as the explicature/implicature distinction and theati&evelopment

of logical form’. Section 1.5 is a conclusion.
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1.2. Grice’s Theory of Conversation

1.2.1. The Cooperative Principle and conversational maxims

Grice’s theory of conversation aims to highlight the fact thatetl® no one-to-
one mapping between linguistic form and utterance meaning. This idyclear
shown in Grice’s (1967) distinction between ‘saying’ and ‘implicatiaxgywe will

see in section 1.2.2. In this concern, Grice analyses how speakeablar®
deliver their implicit messages and how hearers are able to staa@rthese
messages. In order to explain this process, Grice (1967) introducesevballs

the Cooperative Principle and its four dependent conversational maxims:

The Cooperative Principle:
“Make your contribution such as required, at the stage at whicltur®c
by the accepted purpose or direction of the talk exchange in which you are

engaged.”

The Maxims:

Quantity: Make your contribution as informative as is required.
Do not make your contribution more informative than is
required.

Quality: Do not say what you believe to be false.

Do not say that for which you lack adequate evidence.
Relation: Be relevant
Manner: Avoid obscurity of expression.
Avoid ambiguity.
Be brief (avoid unnecessary prolixity).
Be orderly.
Grice (1967:45-46)
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Grice (1967) assumes that there is an accepted way of verbal
communication between speakers and hearers who look at it as ‘standard
behaviour’. Accordingly, when we produce our utterances, we as heaeers ar
entitled to assume that a speaker’s utterances expresshwehiaglieves to be true,
that they offer the right amount of information, no more no less; kiegt are
relevant and that they are produced in clear and understandable \tay. the
case that a certain utterance does not on the surface confdrewtay presented
by Grice, this does not mean that the utterance is nonsense ark thpedker is
not being cooperative or deceptive, but rather there is an impliadimgeto be
inferred by the hearer. This is known as ‘maxim flouting’ in Grice’s terms.

It can be noted that Grice establishes a clear link bettiee@ooperative
Principle (and the maxims) on the one hand and the derivation of conweaibat
implicature on the other hand. He (1967) points out that sometimes the
participants are unable to fulfil the maxims. The unfulfilmenth&f maxims can
take different forms: the participant might violate a maxim, anthis case he
might be liable to mislead. He might opt out from the Cooperdiueciple and
its maxims and show his unwillingness to be cooperative in the lveagnaxims
require. He might face a clash; he might not be able to fulfifiteemaxim of
Quantity (be as informative as required) without violating th@rsgenaxim of
Quality (have adequate evidence for what you say). Finally, the parttamight
flout a maxim. That is, he blatantly fails to fulfil the maxim. this case, the
hearer may feel that the speaker is being misleading and uncooperatihe

assumption that she is not fulfilling some maxims just to avathtmng others. If
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the hearer is aware of this minor problem, he will be able torstaohel that the
speaker is not misleading but rather wanting him to derive some intended meaning
of her utterance.

What Grice argues here is that maxim flouting gives rise toscake
conversational implicature. Once the maxims are flouted in suayait is better
to say that the maxims aexploited To demonstrate the role conversational
maxims and principle play in generating conversational implicature,trsee

following example:

A:  When is he travelling?

B: Some time next week.

In this dialogue, A is asking B about their mutual friend C who isrphey to go

back home for the Christmas vacatiéima facie B’s answer violates the first
maxim of Quantity since it is less informative that whatreguired by A’s
question. However, B’s answer should not be considered as opting out because the
violation of this maxim can be explained by the fact that if B’sn@nds more
informative than it is, it will clash with the second maxim afal}ty (don’t say

what you lack adequate evidence for). So the implicature communiocatBts

utterance is:

(1) | don’t know exactly when he is travelling.

Consider, by contrast, Grice’s (1967) example in which the maxi@uantity is

flouted. A teacher is writing a letter of reference to his student who is applying
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for a philosophy job. The teacher’s letter reads as follows:

(2) Dear Sir, Mr. X’'s command of English is excellent and his attendance at

tutorials has been regular.

This letter seems to be less informative than what is redjais reference for a job.
However, it cannot be said that the teacher is opting out or being unatoper
The teacher actually has more information about the student thamevinaote in
the reference letter but he does not want to include any informé&@rhe is
reluctant to write since the student is his own. Given that, thecitnplessage of

the teacher’s letter is (3):

(3) The student is not good at philosophy.

Wilson and Sperber (1981) argue against Grice’s claim that anyotase
conversational implicature is a direct result of flouting onenwmre of the
conversational maxims. They maintain that there are cases¢h i@ maxim is
flouted without leading to a conversational implicature. Consider &xample

(1981:173):

4) a. Mary ate peanut.
b. Mary put a peanut in her mouth, chewed and swallowed it.

According to Grice’s sub-maxim of Manner (be brief), (4-a) iserappropriate

than (4-b). If the speaker uses (4-b) rather than (4-a), thevicdhtes the maxim
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of brevity and thus the result should be a conversational implicatures Bahee

noticed, there is nothing implicated by the speaker of (4-b).

1.2.2. What is said vs. what is implicated

In his pragmatic theory of conversation, Grice aims at providingragwork in

which every aspect of utterance interpretation can be fittedlredws a distinction
between what is ‘actually said’ and what is ‘tacitly impiezd. According to
Grice, ‘what is said’ is determined by semantics. What is miearisemantics’
here is ‘linguistic semantics’ or the semantics of linguigtigressions, i.e.
‘linguistically encoded meaning’, which is assumed to be truth-comditi By

contrast, ‘what is implicated’ is determined by pragmatic imfeee(social and
contextual factors and conversational maxims). Implicature c@leespects of
meaning that are not linguistically encoded and thus not semantigs ftate one
of Grice’s examples and see how this distinction between ‘stsatid’ and ‘what
is implicated’ is drawn. Suppose that A asks B how C is gettitgsifjob and B

utters (5) as a reply to A’s question (Grice 1967):

(5) Oh, quite well, I think: he likes his colleagues, and has not been to prison

yet.

According to Grice, what is said in (5) is determined by the conveitraeaning
of the words used in the utterance. As far as Grice’s theoppmiersation is
concerned, this is true in most cases. However, Grice (19&f} tef some cases

in which the conventional meaning of the words used in the utterancepaken
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determining what is implicated rather than what is said.abel$ these cases as
‘conventional implicatures’. This will be discussed in more detail in setti®s3.

Now, on the assumption that the hearer of (5) knows English andethat h
is not provided with any previous knowldege of the circumstances undehn whic
this sentence is uttered, he will be able to understand thewiod: some
particular person X is expressing a certain thought about aypartmerson Y at
the time of the utterance. The thought is that Y has good relatittimshe people
he works with, and that Y has not yet been imprisoned. In factisthtie literal
meaning encoded by the linguistic expressions in (5). Grice arguewhhais
communicated is not just what is said (the literal meaing of Wdmatsa mixture
of what is said and what is implicated. Given the circumstaacdsthe context
under which (5) is uttered, the hearer will recgonise that thekspsa
communicative intention goes beyond the encoded message that thereeis som
male person who has got good relations with his colleagues and thaethon
has not been to prison yet. He will recognise that the speaker is ugdes
implying) that the person gishonest

This aspect of what is meant by the speaker (the utterancenggeennot
linguistically encoded by the linguistic expressions used in the uter@r, to
put it in Grice’s terms, what is communicated (in this case)ot a part of the
conventional meaning of the words used in the utterance, but rathecateg!
(pragmmatically inferred). The derivation of implicature indgis framework is
related to a set of conversational maxims and the CooperativeigRei Grice

argues that, whenever one or more of the conversational maximglosted, it
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will lead to an implicature as we will see in section 1.2.3 which focuses on the
role conversational maxims play in generating conversational implicatures.

As can be noticed, the Gricean distinction between ‘what is sau
‘what is implicated’ appears to be simple and straightforwasthat is
(linguistically) semantically encoded is actually said and whgiragmatically
derived is tacitly implicated. However relevance theorists argae there are
cases, and perhaps quite pervasively, where Grice’s distinctioedretwhat is
said’ and ‘what is implicated’ does not hold. These are the easex® ‘what is
said’ (as understood by Grice) is not determined by the conventionalngezni

the sentence but rather pragmatically determined as weegilin the next section.
1.2.3. Explicit vs. implicit

The Gricean distinction between ‘what is said’ and ‘what iplicated’ is
mutually exclusive. On the one hand, Grice argues that any propasttioally
expressed by an utterance is the outcome of decoding the linguistes&®ons
used in this utterance. This is assumed to constructexpécit side of the
utterance interpretation. By contrast, he claims that any inwplea
communicated by the utterance would be considered pragmaticaihgdiesing
the conversational maxims. This is assumed to construdinsiecit side of the
utterance interpretation. A general rule in Grice’s theoryaswhat is explicit is
determined by linguistically encoded semantics and what is imgidigtermined

by pragmatics. Pragmatics, in Grice’s terms, is ‘post-sesiaii other words,

® The term ‘implicature’ is used here to refer torigersational implicature’.
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implicature is not said but conveyed by the saying of what is samesteed to
have ‘what is said’ before we can get ‘what is implicated’).

Wilson and Sperber (1981) disagree with Grice in his correlatioheof t
explicit/implicit distinction with the distinction between ‘lingtially encoded’
and ‘pragmatically derived’. This correlation cannot account &ses where the
proposition explicity communicated is not determined by semanticsablrr
pragmatically inferred. Wilson and Sperber (1981) suggest that Grice&atmm
should be reviewed to take account of such cases, which they manetajoiie
pervasive in communication.

In some (perhaps many) cases, what is communicated by an utteyance
not linguistically encoded but rather pragmatically derived. Thisriscpéarly the
case of ‘disambiguation’ and ‘reference assignment’. Other caseswhen
conversational maxims such as ‘relation’ or ‘informativeness’ @vserved.

Consider Wilson and Sperber’s (1981:159) example:

(6) Refuse to admit them.

The above utterance can have different interpretations in diffeoatexts due to
the ambiguity of the word ‘admit’ on the one hand, and the reference of the
pronoun ‘them’ on the other. If (6) is uttered in a context whermeahianswer to
(7), then ‘admit’ would mean ‘confess’ and the exact referent toptbaoun

‘them’ would be ‘mistakes’:

(7) What should | do when | make mistakes?
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However, if it is uttered in a different context where ifrs answer to (8), then
‘admit’ would mean ‘let in” and the exact referent to the prondlenm’ would be

‘people whose tickets have expired'.

(8) What should | do with people whose tickets have expired?

In this case, the two different interpretations of (6) are (9) and (10):

(9) Refuse to confess your mistakes.
(10) Refuse to let people in.

As can be noticed, there are three factors that play a rdolhe imterpretation of
(6). Firstly, Grice’s maxim of ‘relation’, i.e. the utteranck(6) can have two
different interpretations in relation to two different contextSecondly,
‘disambiguation’: (6) can have two different interpretations dependingetwio
different meanings of the word ‘admit’. Thirdly, ‘reference assigntn (6) can
have two different interpretations due to the fact that two differeatewets can be
assigned to the pronoun ‘them’. The second and third factors wenefastd to
by Grice (1967:25).

If Grice’s account of the explicit/implicit distinction is truéen the
different meanings of (6) represented by (9) and (10) should be impéisatur
simply because pragmatics is involved in deriving them, in the sens¢héha
maxim of relation, disambiguation and reference assignment playleain

constructing these two meanings. However, (9) and (10) are not impisatiu(6)
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but rather are explicity communicated by (6). For RT, in other woitusy
contribute to the ‘explicature’.

Consider another example in which, in addition to ‘disambiguatiod’ a
‘reference assignment’, the maxim of ‘informativeness’ is involwederiving

what is explicitly communicated:

(11) He plays well.

After disambiguating ‘play’ and assigning reference to the pronoun ‘hackw
refers to John rather than Mike or Peter), what is explicitly comecated by the

utterance of (11) could be the following:

(12) John plays football well.

Now, if Grice’s claim that what is explicity communicated bgeatain utterance
is only determined by semantic decoding then what is proposed by (11) should be

(13):

(13) Some human male person plays something well.

But since (12) entails (13), i.e. whenever (12) is true, (13) isangegiven the
fact that (12) is more informative than (13), then (12) would be vghatplicitly
communicated by (11) and not (13).

This undermines Grice’s claim that any proposition explicitly
communicated by a certain utterance should be semantically decodadeséec

some aspects of what is explicitly communicated are pragntitztermined, as
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we have seen in (11) where the maxim of informativeness has kpleites to
determine the proposition explicitly communicated.

In fact, this is an attempt by Wilson and Sperber (1981) to cet{@isce’s
said/implicated distinction which was considered as a cemtiglin the theory of
pragmatics for quite few years. In short, they seek to point out (c@nita) that
what is ‘explicitly communicated’ cannot be equated with whalinguistically

encoded’.

1.3. Relevance and cognition

1.3.1. Relevance: communication, ostension and infe rence

Sperber and Wilson (1995:23) point out that there are two different metiiods
conveying information: a) by giving direct evidence of the information to be
conveyed; b) by giving direct evidence of the communicator’s inteticonvey

the information. As far as the notion of communication is concerrpsip&r and
Wilson do not consider the first way of conveying information as a form of
communication because according to them, any state of affairs pralirdes
evidence for a certain assumption witheotmmunicatinghis assumption. They
also argue that this method is only used with information for whicactir
evidence can be provided. What counts as a form of communicatioR;Tfas

the second method because it involves the communicator’s intention onghe
hand and the audience’s recognition of this intention on the other harsl. Thi

method can be used for any information whatsoever, as long as direct ewadienc
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the communicator’s intention can be given. Sperber and Wilsorthcalinethod

‘inferential communication’ or ‘ostensive-inferential communication’.

Now consider the two following scenarios to demonstrate the differenc

between the two methods of conveying information:

(i) First method: John and Clare are sitting in a restaurashthaving a

chat before the waiter serves their lunch. Clare wants to infolm that

she has cut her hand. She can simply do that by raising her bandaged hand
to be seen by John. By that, she is providing him with direct evidbate t

she has cut her hand. In this case, Clare’s intention is édlfiiihether or

not John is aware of it. He is able to realise that Glae cut her hand

without realising that she intends him to realise that she has done so.

(i) Second method: John and Clare have just finished their syntsx cla
John would like to have some recreation. He asks Clare for a tgamis

in the university sport centre. Clare raises her bandaged hand tohsttow t
she has cut her hand. By raising her bandaged hand, Clare is providing
direct evidence of her intention that she will be unable to go with tdohn

the tennis game because she has cut her hand. John will recogmess Cl

intention and infer that she will not be able to go for this tegaive.

Clare’s behaviour, in this case astensivébehaviour or simplypstension

As can be noticed, the second method describes the process of coatiowimic
terms of intention and inference. The intention is represented bgstbasive
behaviour the communicator provides the audiéndth, while the inference is
the set of routes the audience follows to recognise the meaning {omiieation)

of the communicator’s ostension. To find out how this process of comatiamic

“ For the sake of simplicity, | will refer to commioator and audience as speaker and hearer.
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is achieved and how relevance plays a major role in it, letamsider the
following scenario given by (Sperber and Wilson 1995:48): Mary and Peter ar
sitting on a park bench. Peter leans back deliberately to steow $dmething. By
this movement, Peter tries to modify Mary’s cognitive environment through
making an assumption manifest to her. Mary pays attention to dtdiberate
movement because individuals usually pay attention to assumptions and
phenomena which are relevant to them. She is aware that Petensiga to draw
her attention to new important and worth processing informatiorcémathange
her expectation of the world.

Sperber and Wilson (1995) point out that human beings are very complex
information-processing devices and that human cognition always aimgrovien
the individual’'s knowledge of the world by adding new information which is more
accurate and easily retrievable and capable of changing the cogmtivenment
of the individual. They look at relevance as the single property that makes
information worth processing for human beings. As far as the idedegfinee is

concerned, they identify three types of information:

Some information is old: it is already presented in the individual's
representation of the world. Unless it is needed for the performance
of a particular cognitive task, and easier to access from the
environment than from memory, such information is not worth
processing at all. Other information is not only new but entirely
unconnected with any thing in the individual’'s representation of
the world. It can only be added to this representation as isolated
bits and pieces, and this usually means too much processing cost
for too little benefit. Still other information is new but connected



39

with old information. When these interconnected new and old
items of information are used together as premises in annctere
process, further new information can be derived: information
which could not have been inferred without this combination of old
and new premises. When the processing of new information gives
rise to such a multiplication effect, we calrdlevant The greater

the multiplication effect, the greater the relevance.

(Sperber and Wilson 1995:48)

Suppose that as a result of Peter’'s leaning back, Mary can s&sldiaeng: an
ice cream vendor, an ordinary stroller and her acquaintance Willinase three
objects among others are more or less manifest to Mary.

As far as Sperber and Wilson’s classification of informatiocoiscerned,
the ice cream vendor is old information because she has alreaddratic when
she entered the park. This does not affect her cognitive envirorahatit The
stroller is new information because she has not seen him beforfgisdbés not
change her views of the world too since this is unconnected to any old information
in her cognitive environment. The arrival of William is the new infation that
affects Mary’s cognitive environment because it is connectedoioe sold
information that this person is very silly and boring. This would courteambst
relevant information to Mary among the three and thus it is worthepsotg.
Mary does not consider processing the other two pieces of informationskeca
they do not seem relevant enough to her.

Sperber and Wilson argue that it is the guarantee of relevanaceakes it

possible for Mary to infer that Peter's behaviour is ostensivetheeassumption
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has been intentionally made manifest by him. The inference protgks go as
follows: Mary notices Peter’'s behaviour and recognises that thisvimeir has
been made deliberately to draw her attention to some new infornekssant to
her in one way or another. She looks at the area that has beconeagsibtesult
of Peter’'s leaning back and sees the ice vendor, the strollerhandréadful
William. She ignores the ice vendor and the stroller becausesompsons can
follow from them and concentrates on William’s arrival througholwhshe can
draw many conclusions. Given this, Mary becomes confident that Peter’s
intention was to draw her attention to William’s arrival whighe considers the
most relevant information that is worth her attention.

In this section, | have presented a short analysis of the cagndiure of
RT and concentrated on certain notions such as information processemgsion
and inference. The next section discusses the difference betnieemative

intention and cognitive intention in RT.

1.3.2. Informative and communicative intention

Sperber and Wilson (1995:54) emphasise that any account of communisation
based on two questions: ‘what is communicated?’ and ‘how is commuonicat
achieved?’. A generally accepted answer to the first questitraisneaningis
what is communicated. Though there has been some disagreement on a unified
definition of meaning.

Sperber and Wilson (1995) argue that limiting communication in genera

to linguistic communication can lead to some distortions and migu&ncs.
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Suppose that Clare visits John on a cold winter day, she knocks dbah and
John lets her in and asks her to have a seat in the livingappaosite to an open
window. While they are having a chat, Clare starts to tremblesgedy. John
recognises that Clare’s behaviour is ostensive, i.e. Clare wantsake some
assumptions manifest to him or draw his attention to some relevarmation.
John looks around and sees that the window is open. In this scenario,oh part
what is communicated by Clare’s non-linguistic behaviour could be &tigaily,
explicitly expressed simply by uttering the following ‘It is cold owere. Could
you please close the window?’ In other words, Clare can achieveathe
communicative intention by putting it into words.

As can be noticed in the above situation, what is non-verbally
communicated can be communicated by linguistic means through paraphrasing
the situation and putting it into words, but this does not seem to lagsakive
case. Imagine that after Clare’s behaviour, John closes the winglwes lare a
cup of tea and goes on chatting. Clare recalls her last birthdayighsdis an
ostensive way intending to draw John’s attention to some eventsdrétather
past birthday. John is aware of this ostension and recognises thaie$ came
relevant information to him. It reminds him of some miserabletsvassociated
with Clare’s last birthday such as that she failed her syntamgeher dad died,
John had a car accident and had his left hand broken, etc. All theseiesenmor
addition to others, are raised by Clare’s sigh. Unlike the prewiass, Clare’s
communicative intention could not be paraphrased in one single explicitly

expressed linguistic utterance.
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The distortions and misperceptions resulted in limiting communication t
what is linguistically explicitly expressed is also felt at flegel of verbal
communication. Pragmatists argue that what is communicated by a timguis
utterance is a set of assumptions (speaker’'s meaning). Omesefassumptions is
explicitly expressed, i.e. the content of this assumption is lingalist decoded.
The other assumptions are implicitly conveyed through pragmatic in&erenc

Consider the following example:

(14) John: Are you free this evening?

Clare: My syntax exam is tomorrow.

Clare’s explicit assumption is that she has a syntax exam on lihsifg day and
this can be decoded through the linguistic expressions of her utterHowever,
this is not all that is communicated by the utterance. Threrassumptions which
are pragmatically inferred such as ‘Clare will not go out withn’, ‘she will
study very hard to pass the exam’, and ‘she will be under pressure anchotight
see John again until she has taken the exam’.

What Sperber and Wilson seek to demonstrate is that the informative
intention is not limited to what is linguistically expressed;auld be a thought,
attitude, feeling or even an impression. Whatever it is, the mainidanct the

speakers’ informative intention is to modify the hearer’s cognitive enveatim

Informative intentionto make manifest or more manifest to the audience
as set of assumptions I.
(Sperber and Wilson 1995:58)
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For example, in (14) Clare’s informative intention in uttering ‘symtax exam is
tomorrow’ could be described in the following lines: Clare intermlsmake

manifest to John the assumption that she has a syntax exam ondwentplilay

in addition to any further assumption that is required to make thisandtr
relevant to John such as those implicitly conveyed by (14).

The second question Sperber and Wilson aim to reply is ‘how is
communication achieved?’. To answer this question, Sperber and Wilson
introduce their notion ofcommunicative intention They argue that, for
communication to be successful, the speaker’s informative intestionld be
recognised by the hearer. Once it is recognised, the speaker’s contienica

intention is fulfilled and the communication is achieved:

Communicative intentionto inform the audience of one’s informative
intention.
(Sperber and Wilson 1995:29)

In normal situations, the hearer’s recognition of the speaker’s infimema
intention will lead to the fulfilment of the communicative intentias is the case
in (14): Clare intends to inform John that she has a syntax emdrmorece John
recognises this intention, he will go through some inferences, rnelabe his
question and come up with the assumption that Clare will not leetalgo with
him. However, in some situations, the communicative intentionbeafulfilled
without the fulfilment of the informative intention. Suppose that&laho is not
that good at math, wants John to help her in some problems of her math

homework. She does not want to ask him openly to do that for her. Instead,
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brings her math book and starts scratching her head. At this stegdpas not
expect him to come and help her, since she has not asked hitlydoedo that.
But if he comes and offers his help, then Clare’s communicatigation will be
achieved without Johns’ recognition of her original informative interttion.

In fact, this type of communication is not considered as true layvSon
(1964) and Schiffer (1972) who argue that the speaker’'s communicagwéont
should be wholly overt. Schiffer points out that the communicatieniion can
be made overt by the notion of mutual knowledge, i.e. being mutually mawifest
the speaker and hearer. What we have in the above situatiaat Slare intends
to inform John that she needs help without even asking for that, thusdreroimt
is not made manifest to John. Given that, Sperber and Wilson found $sagce

to reformulate their notion of communicative intention:

Communicative intentionto make mutually manifest to audience and

communicator that the communicator has this informative intention.

(Sperber and Wilson 1995:61)

1.3.3. The principle of relevance

The ostensive-inferential communication does not explain how ostensids,

i.e. how the ostensive stimulus makes the speaker’s informatergion manifest

or more manifest to the hearer. Sperber and Wilson (1995: 155) suggedbkethat
best way to explain ostension is through the principle of relevamd¢his will be

the focus of this section.

® Burton-Roberts (PC) disagrees with Sperber angdiin this regard. He pointed out to me that
Clare, in this case, has an informative intentiod &OT a communicative one. However, she
does not want John to recognise this informativeniion.
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An act of ostensive communication will not achieve its efigithout
attracting the hearer’s attention. Thus, the speaker’s ostestamelus can be
seen as a request for the hearer’s attention. If the speakeste the hearer to
behave in a certain way, then she has good reasons to think thatdtbeaual the
hearer's interest as well as hers to comply with the regu@stensive
communication requires the involvement of the hearer in the for@ppiropriate
cognitive behaviour’ (attention), as Sperber and Wilson (1995) put it. Ranoes
if Clare wants to request John’s attention by pointing to somethingyglitip
something or even talking about something, then John is entitled to hiainthe
stimulus Clare is trying to draw his attention to is relevaiiimn or at least he has
the reasons to think that it is.

Sperber and Wilson (1995) argue that an ostensive stimulus contes wit
precise expectations of relevance. Thus, it would not achieweffdast if the
hearer does not pay attention to it. It is known that human beings patattto
phenomena that are relevant to them. Given that, the speakerpwldesing her
stimulus, must intend to make it manifest to the hearer and hénsel the
stimulus is relevant to the hearer. The speaker’s intenbomake mutually
manifest that the ostensive stimulus is relevant to the heamstitttes the basis

of the principle of relevance:

An act of ostensive communication automatically communicates a
presumption of relevance
(Sperber and Wilson 1995:156)
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The overall conclusion that can be drawn from our discussion s tfaati
the presumption of relevance communicated by the act of ostensive
communication means that the ostensive stimulus should be relecagtheto be
worth the hearer’s attention. However, the presumption of relevisnosore
specific than that. The relevance of a stimulus is determineddyaictors: the
effort needed to process the stimulus optimally and the cognitiget ef€hieved
by the optimal processing (Sperber and Wilson 1995: 156). On this basis, to
achieve the optimal relevance of a stimulus, the presumption of mekghould
never be less than what is required to make the stimulus worthsgiog and
never be more than it is needed to achieve the cognitive effebe balance is
not kept between these two lines, the relevance of the stimulusevaffected as
we will see in section 1.3.6.

In ostensive-inferential communication, the speaker intends to
communicate a set of assumptions to the hearer. It is the 'beiterest to
assume that the set of assumptions communicated by the speakernmgt
relevant information available to the speaker when producing thensps
stimulus. This set of assumptions creates cognitive effechansénse that it
modifies the cognitive environment of the hearer and thus is it i1wootessing.
However, to achieve her communicative intention, the speaker lthedse one
of several possible stimuli to make her informative intention msinife the
hearer. She has to drop out any stimulus that requires more procd&singre

the part of the hearer. If these issues, related to effectetiod, are made
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mutually manifest to the speaker and hearer, then it could behsajdve have a

presumption of optimal relevance:

Presumption of optimal relevance
(a) The set of assumptiohsvhich the communicator intends to make
manifest to the addressee is relevant enough to make it worth the

addressee’s while to process the ostensive stimulus.

(b) The ostensive stimulus is the most relevant one the communicator

could have used to communichte

(Sperber and Wilson 1995: 158)

And on the basis of this presumption of optimal relevance, Sperber dsdnWi

redefine their principle of relevance:

Principle of relevance
Every act of ostensive communication communicates a presumptits of i

own optimal relevance

(Sperber and Wilson 1995: 158)

Before we move to the next section, let us review some of Spanoer
Wilson’s comments on the principle of relevance. They arguehisaptinciple is
not suitable for all types of communication. It can only be usedtouat for

ostensive communicatibnlt can never account for straightforward encoded types

® Burton-Roberts (PC) disagrees with Sperber andsoNilin defining ‘communicative’ as
‘ostensive’. He allows that non-ostensive stimsilich as indexical signs, can be communicative.
For examples ‘black clouds’, though not ostenseghmunicate that ‘it is going to rain’
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of communication in which the communicator communicates through encoding
direct messages rather than producing relevant information.

They also argue that the principle of relevance does not nebessari
guarantee that the communicator always produces optimally relstnamdi. It
only claims that they intend to make the addressees believe tlyatidhthat.
Given that, the presumption of relevance communicated by an utterarscaadoe
have to be accepted as true. There are cases in which theucmator fails to
achieve optimal relevance. In such cases, it could be saithéhptesumption of
relevance has been only attempted by the communicator. A commumidaior
fails to make manifest to her audience that she is beingalpti relevant may
succeed in making it manifest to her audience that she is attgnipt be
optimally relevant. However, in ostensive communication, the presompfi
relevance should not only be attempted but rather achieved by makirfgshémi
the addressee that the communicator is trying her best to makstiimelus
relevant enough to her audience.

It does not follow from the principle of relevance thattai types of
ostensive communication should necessarily be at the level of opéleaance.
There are situations in which, a communicator can communicat@skamption
in a bad faith. What follows from the principle of relevance ig thahe
satisfactory level of relevance is not achieved, then it is $henaption that the

communicator has tried to be optimally relevant.
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1.3.4. The notion of context

Sperber and Wilson (1995:131) define context as the subset of the indivmidal’s
assumptions combine with new assumptions to yield a variety of contextual
effects. But the issue for them was whether context is chosgiven. In this
regard, they assume that much of the literature assumethé¢habntext for the
comprehension of a given utterance is not a matter of choice butdatkemined

or given before the process of comprehension starts or at arstaydyof it. They
claim that the assumptions explicitly expressed by an utterance comtintne
hearer’s old assumptions at the start of the utterance comprehd@isgnn fact,

leads to Sperber and Wilson'’s first hypothesis about the notion of context in RT:

The context for the comprehension of a given utterance is the set of
assumptions explicitly expressed by the preceding utterance inrie sa

dialogue or discourse.

(Sperber and Wilson 1995: 133)

This could be demonstrated in the following dialogue:

(15) a. Clare: | have an appointment with the dentist.
b. John: If you have an appointment with the dentist, | will do the
housework in your absence.

It can be clearly noted that John’s utterance in the above dialsgowiitively

relevant. Given the context in which Clare’s assumption is expliekpressed,
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John’s answer in (15) implies that he is willing to do the housewoRlare’'s
absence.

Let us now consider the second dialogue which is a modified version of (15):

(16) a. Clare: | have an appointment with the dentist.

b. John: I will do the housework in your absence.

It seems that there is a slight difference between Johnfmmss in the first
dialogue and his response in current one. However, they are roughignieile

the same way though the second is more optimally relevant. Now, riheé3psnd
Wilson’s first hypothesis about context is right, i.e. the context for the
comprehension of an utterance is only the assumptions explicitly expinstee
speaker in the preceding utterance, then John’s two answers musatesl
differently. In other words, John’s answer in (16b), unlike his answet5h)(
does not carry any contextual effect whatsoever and for this vegnraashould

be irrelevant while in fact it is. This made Sperber and Wilearew their first
hypothesis of context and come up with a modified one: the context for the
comprehension of a certain utterance contains not only all assumptjicstlg
expressed by the speaker in the preceding utterance, but aisaplathtures
associated with this utterance. Given the second modified veo$itime first
hypothesis of context, it can be seen that Clare’s assumption in (16) weul

relevant because it can implicate something like (17):

(17) Clare wishes John to do the housework in her absence.
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Eventually, both (16a) and (16b) would be relevant in the above dialogue which

contextually implies (18):

(18) John does what Clare wishes him to do.

Consider now a third dialogue which is a modified version of the second one:

(19) a. Clare: I have an appointment with the dentist.
b. John: The washing is in the drier, the bedroom is tidy and the dinner is

cooked. | will look after the kids.

Roughly speaking, John’s answer in this dialogue is almost relevam isatne
way as his answers in the first two dialogues (15b) and (16b). Howsneer
relevance of John’s answer in (19b) is not accounted for by theafictssecond
hypotheses. (19b) could not have any contextual effect whatsoever in a context of
either the assumption explicitly expressed in the preceding ntterar the
assumption expressed via any of the implicatures associatedheitbreéceding

discourse. (19b) can only be relevant if the following premise hasib&geduced:

(20)  Doing the housework involves (among other things) tidying up the

bedrooms, doing the washing, cooking and looking after the kids.

With this premise added to the context, the following contextual iatpic could

be derived:

(22) John will do the housework in Clare’s absence.



52

This, in fact, has led Sperber and Wilson to apply another modificationean t
notion of context to come with a third version of their original hypothésithis
version, they assume that the context needed for the comprehension of a
utterance is not only the assumptions explicitly expressed or ingaiday the
preceding utterance but also the encyclopaedic entries attacleseryy concept

of these assumptions. After several modifications on the notion of xtpnte

Sperber and Wilson eventually settle on the final version:

The context for the comprehension of an utterance consists of the
assumptions expressed and implicated by preceding utterances,
plus the encyclopaedic entries attached to any concepts used in
these assumptions and in the utterance itself, plus the
encyclopaedic entries attached to any concepts used in the
assumptions contained in the encyclopaedic entries already added

to the context.

(Sperber and Wilson 1995:136)

What has been presented so far is evidence that the contextefor t
comprehension of an utterance is determined as given either befpredbss of
comprehension gets started or at early stages of it. Let us nowleotig other
claim that the context is chosen. Sperber and Wilson (1982:76) arguthehat
context for the comprehension of an utterance is not given but ratbezrcby
the hearer during the process of comprehension. In other words, tbrigineg

context is not a prerequisite for information processing but ratmeutcome of
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communication. This is an argument against the original hypothesescaintext
being given.

In much of the pragmatics literature, it is assumed that corgexyiven
independently of the utterance, comprehension takes place and then relsvance
established. However, from a psychological point of view, this doeseeot $
be a reasonable model of comprehension. When communicating, peopla are
interested in establishing the relevance of new information, thérrabtaining as
many contextual effects as possible for the least processing étiois, the goal
of comprehension is not the establishment of relevance but nsagmihe
relevance of the information being processed. Given that, the ordeomtigs in
the process of comprehension must be changed. Relevance should cotherirst,
context simply because people hope that the assumption being processed is
relevant then they go and search for suitable context that nsasiithe relevance
of that assumption.

It seems to me that Sperber and Wilson try to strike a balahwedrethe
two different hypotheses of context. When the context is determined as tise
means that we have the initial context being immediately used befatthe
start of the comprehension process. This initial context underta@ese
modifications or more precisely some extensions. According to Sparizer
Wilson, context can be extended either cognitiely going back in time and
adding some assumptions derived in the previous deductive process or

environmentally by adding some assumptions and encyclopaedic entries and

" In this sense, context is ‘cognitive environméggt of assumptions. Given that, ‘contextual
effect’ = ‘cognitive effect’).
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information taken from the physical environment. Such extensions demonstrate
that context is partly chosen. And the choice of the appropriate canteat the
range of initial and extended contexts is motivated by the searcklémance.
The next section will be discussing the notion of relevance to an dadivand

relevance of phenomena.

1.3.5. Relevance to an individual and relevance of  phenomena

In the previous section, the notion of relevance in a context has iseessid. It
has been concluded that the context for processing an item of infamnsapartly
given and partly chosen. What is given is actually the initialinmal context,
whereas what is chosen can be any accessible context resuttethé extension
of the main initial context. The section was concluded by highlightintatiiehat
the choice of any accessible context is motivated by the searcbldgance. In
this section, the notion of relevance will be discussed, but this itinrelation to

an individual and phenomenon. Let us start with ‘relevance to an individual'.

1.3.5.1. Relevance to an individual

During the deduction process, an individual is faced with a particdarof
accessible contexts ordered according to an inclusion relatioeach. context,
apart from the initial context includes one or more smallerestsit and each
context, apart from the maximal context is included in a larger xir$perber
and Wilson (1995: 142) claim that this inclusion order of contexts @unels
psychologically to what they call the ‘order of context accessibility’. That isyto sa

the context that includes only the initial (minimal context) aasub-part is
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immediately given and thus it is the most accessible context, \akere context
which includes the initial context in addition to one or more extenbrikis
context as a sub-part is not immediately given but rather genehaitagyh the
extension of the initial context and thus, it is the next most abbessintext. If
one step is needed to access the first type of context, then, pgoaséerequired
to access the second. It is known in RT that a certain amouffoufie required
for processing an item of information in a given context. However, efort
needed not just for information processing but also for accessing conbexs,
the less accessible the context the greater the effort needertessing such
context and vice versa.

To demonstrate the relevance of a certain assumption to an indiwvicual

given context, Sperber and Wilson (1995: 143) present the following six cases:

(i) An assumption is irrelevant to an individual in all acddsstontexts if
that assumption is already contained in the initial context. It willdetess

to search for relevance beyond the initial context.

(i) An assumption is irrelevant to an individual in all accessible contexts if
that assumption is not contained or has no contextual effects in these
contexts. In this case, there will be no point in extending thelindraext

for searching for relevance.

(i) An assumption is relevant to an individual in initial anctessible
contexts if that assumption is already contained in the initial had t
accessible contexts. The search for relevance in this cpstified by the
extension of the initial context for the sake of getting more contextua

effect for less processing effort.
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(iv) An assumption is relevant to an individual in all accesstiointexts if

it is not already contained in any of these contexts but has some ocahtext
implications in the initial context. Here, the justificatidor context
extension is getting more contextual effect.

(v) An assumption is relevant to an individual in some accessblexis

if the assumption is contained in none of these contexts and it has no
contextual effect in the initial context, but has some contextattein

the extensions of the initial context. No relevance will be acHidvine

initial context is not extended. The extension of the initial contextig

case is similar to the extension of initial contexts in the caser(di)i&).

(vi) An assumption is relevant to an individual if it is not camed in the
initial context but rather in the maximal context. The assumptiombas
contextual effects in the context in which it is not contained irhithdase,
the relevance will be considered asreminder the main function of
which, as Sperber and Wilson claim, is to make the informatiorssibbe

for less processing effort than extending the context.

On the basis of these six cases of relevance of a certaim@ssn to an
individual in a given context, Sperber and Wilson provide tbkissificatory

definition of relevance to an individual.

Relevance to an individuétlassificatory)
An assumption is relevant to an individual at given time if and ontyisf
relevant in one or more of the contexts accessible to that indiattizat

time.

(Sperber and Wilson 1986.95: 144)
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It does seem that Sperber and Wilson are not only interested in a
classificatory definition of relevance to an individual but icoaparative one as
well. Their comparative definition of relevance to an individuabased on the
‘effect’ and ‘effort’ involved when searching for the relevawfean assumption.
On the effort side, what is considered when processing a certam@gm in a
given context is not only the effort needed for processing this assumpti@isdut
the effort involved to access the context. On the effect sideegsimg a certain
assumption in a given context yields contextual effect that changesdghéive
environment of an individual and thereby, relevance is achieved. The ddgree
relevance is measured against the amount of effort required amktoahteffect
yielded through the whole process. If a balance is kept betweert"edied
‘effort’ in the deductive process, then the assumption has lopémally
processedThis results in achieving the maximal relevance. Sperber atsbWi

put that as follows:

Relevance to an individuéomparative)
Extent condition 1an assumption is relevant to an individual to the extent
that the contextual effects achieved when it is optimally psscksre

large.

Extent condition 2an assumption is relevant to an individual to the extent

the effort required to process it optimally is small.

(Sperber and Wilson 1995: 145)
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1.3.5.2. Relevance of phenomena

In RT, phenomena affect the cognitive environment of an individual yngna
some assumptions manifest or more manifest to this individ@agaten time. A
certain phenomenon, whether it is an acoustic, auditory input, \a&nallus, or
even bare silence can make manifest to an individual a largdemuof
assumptions at a given time. However, the individual is not going téraongor

pay attention to) all these assumptions altogether.

Let us take Sperber and Wilson’s (1995:151) example for demonstration.

The house has its own usual smells which we do not pay attentiondwor in
normal life. But when a distinct smell such as the smell oigéedt, assumptions

such as (22) and (23) will be certainly made:

(22) There is a smell of gas.

(23) There is a gas leak somewhere in the house.

However, an assumption such as (24) is less likely to be made in this situation:

(24) The gas company is not on strike.

It can be noticed that the assumption in (23) is a contextydication of the
assumption expressed in (22) in a context that contains the encytitopaties
of the household users of gas. The assumption in (23) is constructedtssnapt
to maximise the relevance of (22) by yielding some contextualtgffacthis
given context. Now, since processing the assumption expressed in (22) is

governed by the search for relevance, an assumption such as (24)ikelgss
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occur simply because the effort needed for processing this assumylion
outcome the contextual effect it yields.

The question that arises now is: why do we, as individuals, pay attémtion
some assumptions and not to others? A simple answer to thisoguzst be the
following: if an assumption can make a change in the individual's cegniti
environment, then it is worth our attention. If it does not, then it isTrake for
example the auditory perception; it functions as a filtering sydteat allows
certain items of acoustic information to reach to the leveltehabn where they
become conceptual representations that undertake some central thoughses.
Some other acoustic information is kept at the sub-attentivé flvéhe reason
that they do not give rise to any assumption of relevance at theptoalkckevel.
Again, as individuals, we are exposed to different types of noarinormal life.
At a household level, parents do not pay attention to the noise cérmmghe
TV, the washing-machine or the water pipes. However, they will &ecpupied
with any particular crying coming form their little baby sinhes does affect their
cognitive environment and maximises their cognitive efficiency.

This leads us to say that a certain phenomenon can be more or less
efficiently processed depending on whether the assumption (or ssuphations)
it makes can be actually constructed. For some phenomena, the asswaptbe
filtered out at the conceptual level. For others, they have to esemed
conceptually and processed in a rich encyclopaedic context. Given tlat, th

relevance of a phenomenon is:
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Relevance of a phenomen@tassificatory)
A phenomenon is relevant to an individual if and only if one or more of

the assumptions it makes manifest is relevant to him.

(Sperber and Wilson 1995: 152)

Similar to what we have in the definition of relevance to an iddad, Sperber
and Wilson pay more attention to the comparative definition of relevah@a
phenomenon than the classificatory one. Not only the effort neededdssathe
context and process the assumption within this context should be taticen i
account, but also the effort required for the construction of the assantyging
processed. By the same criterion, the less effort required fotrgotirsg an
assumption the more contextual effect this assumption yields amd/etisa. By
this, Sperber and Wilson construct their comparative definition efvaece of

phenomena:

Relevance of a phenomen@omparative)
Extent condition 1a phenomenon is relevant to an individual to the extent
that the contextual effects achieved when it is optimally pescesre

large.

Extent condition 2a phenomenon is relevant to an individual to the extent
that the effort required to process it optimally is small.

(Sperber and Wilson 1986/95: 153)
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As can be noticed, the comparative definition of relevance to avidodl and
relevance of phenomena are based on the notion of balance betweeruabntext

effect and processing effort which will be the focus of the next section.

1.3.6. Cognitive effects and degrees of relevance

According to Sperber and Wilson (1995: 123), relevance is a matter aedégr
is not only the fact that some phenomena are relevant and sometabet also
how more or less some phenomena are relevant to an individual. The coincept
relevance is compared by Sperber and Wilson to the conpemtsctivity and
yield in a commercial company, which are based on the cost-bendifisian#
certain commercial company is considered to be productive #stam output
value, no matter how small it is. However the output value is nabrilyefactor
that determines the degree of productivity in a certain comahezompany.
Another factor, to be taken into consideration, is the input—the produdaigin c
needed to produce the output. Thus, if two commercial companies hasentbe
output value this does not mean that they are productive in the same. ddgre
production cost each company needs affects the degree of productivitys In
case, the commercial company which is more productive will bertaehat has
less production cost. By the same token, a certain assumption wighcegmitive
effect, no matter how small they are, would be considered releviahtol
assumptions have the same amount of cognitive effect, then input cogidangi
this cognitive effect will be taken into consideration to asskesdegree of

relevance this assumption achieves. The input cost in relevanoey tie
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represented by the mental processing effort required to achieve theiveogni
effect. In this case, the assumption that requires less pnoges§fort for
achieving the cognitive effects would be the more relevant and viea.ve

Consider Sperber and Wilsorcemparativenotion of relevance:

Relevance
Extent condition 1: an assumption is relevant in a context to the éxatnt

its contextual effects in this context are large.

Extent condition 2: an assumption is relevant in a context to the éxatnt

effort required to process it in this context is small.

(Sperber and Wilson 1995: 125)

Before giving an example to demonstrate the relativity of releydatus
spend some lines explaining the notion of cognitive effect. The notion of
relevance is mainly based on the cognitive effect that a pratesseimption
yields in order to change the cognitive environment of the individuatb8&pand
Wilson (1995: 132) suggest that “the context used to process a nawpiss is,
essentially, a subset of individual's old assumption with which ey
assumptions combine to yield a variety of contextual effects”. Simoean
cognitive system is geared towards the maximization of releyascgperber and
Wilson propose, human beings will undertake a process of maximal impnotveme
to their old assumptions (representation of the world) through integnagéing

assumptions. Sperber and Wilson (1995) propose that there are ttyganwa
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which new information can improve the person’s old assumption or create

cognitive effect in the person’s cognitive environment:

(i) New information P might yield aontextual implicationIn other words, an
assumption is derived from the synthesis of P and an old assumption (information)
C. I will use Blakemore’s (2002:61) example for illustration. Supposdave a
context which includes the assumption that if somebody is carrying a bsis-pa
s/he is going to take a bus. In this situation, the bus-driver deitlve the
contextual implication that the person carrying the bus-pass wilbmgéhe bus.

The derivation of the contextual implication goes as follows:

(a) If somebody is carrying a bus-pass, s/he is going to take the bus.

(Old assumption C)

(b) A person is carrying a bus-pass.

(New assumption P)

(c) This person is going to take the bus

(Contextual implication derived by the synthesis of P and C)

(i) New information might strengthen an existing assumption. In the same context,
the bus-driver’'s assumption of a person holding a bus-pass might bhstresd

if that person is crossing the road in a hurry.

(i) New information might contradict an existing assumption andieate that
assumption. The driver's assumption that a person who is carrying pa$sis-
wants to travel on the bus might be contradicted and eliminatedtipéraon

gives this bus-pass to another person waiting at the bus stop.

It should be taken into account that the derivation of cognitive teffet

processing relevance is measured against the processing efforedefqui the
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derivation of these effects. Thus, the more processing effort rdgoireleriving
the cognitive effects the less relevant the information will be and vica.vers

From what has been discussed, it can be observed that the assedsment
relevance is mainly based on the notion of balance between the npuhe
output—the cognitive effect and mental processing effort. If the asgumpt
processed yields greater contextual effects for small piagesfort, then it is
more relevant and if it yields small contextual effects foagprocessing effort,
then it is less relevant. Consider Sperber and Wilson’'s (1995:125-6)pkxa

repeated here as (25):

(25) a. People who are getting married should consult a doctor about possible
hereditary risks to their children.
b. Two people both of whom have thalassemia should be warned against
having children .

c. Susan has thalassemia.

Processed in the context of (25) the following two assumptions of (26§2%)

would be relevant because they both yield some contextual effects in this context:

(26) Susan, who has thalassemia, is getting married to Bill.
(27) Bill, who has thalassemia, is getting married to Susan.

The contextual effect yielded by the assumptions of (26) and (27) in the context of

(25) is represented by the contextual implication in (28):

(28)  Susan and Bill should consult a doctor about possible hereditary risks to

their children.
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However, (27) is more relevant than (26) because (27) has caltettacts

which (26) lacks. This is represented by (29):

(29) Susan and Bill should be warned against having children.

Sperber and Wilson argue that since both (26) and (27) have the caceptaal
structure then they require the same amount of mental effort tmbesged in the
context of (25). Since processing the contextual implication of (2@iines some
mental effort, this effort should be made in processing the assun@iipwhich
carries the contextual implication, and not in (26) which does not.

To consider how processing effort can affect the degree of rekgvanc

compare (27) and (30):

(27)  Bill, who has thalassemia, is getting married to Susan.
(30)  Bill, who has thalassemia, is getting married to Susan, and 1967 was great

year for French wine.

When processed in the context of (25), both (27) and (30) have the same
contextual effect. The extra information in (30) is not relatechéocbntext and
hence it has no contextual effects in this context. However, procdbsirextra
information in (30) requires some processing effort, thus accordinghdo t
comparative definition of relevance, (30) would be less reletant 26) because
it achieves the same contextual effects but with more processing effort.

This section has been an attempt to investigate the cognitive rdture
relevance theory and the role this theory plays in linguistic aamgation. The

last section of this chapter will be devoted to tackle some prolaeRiE such the
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explicature/implicature distinction, the idea of conventional inaplie and the
‘development of logical form’. This section also introduces Blakerso{&987,
2002) notion of procedural meanings and the conceptual/procedural ghstinct

which will be the main focus of the next chapter.
1.4. Relevance Theory and verbal communication

1.4.1. Explicature and implicature in Relevance The ory

Carston (1991) tackles the problem of distinguishing the propositioncigypli
communicated (explicature) from what is implicitly conveyed by aauer
utterance (implicature). In Grice’s theory of conversation, thepgsition
explicity communicated by the utterance is equivalent to ‘whatsagl’
(linguistically encoded) and any other implicit interpretation wadunt as ‘what
is implicated’. It seems that the picture of communicated gstsons in Grice’s

theory is as follows:

what is communicated

saii:| implicated
linguisticall [» not linguistic

encoded encoded

explicit impliet

Figure 1: Kinds of communicational content in Gricés theory.
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Carston (1988:33) argues, contrary to the above picture presented bytlaice,
what is explicitly communicated by an utterance is not ‘what is said’. Consider the

following example that demonstrates Carston’s point:

(31) a. How does John feel about his new job?

b. He did not pass his probationary period.

It can be noticed that the following set of assumptions carotmencinicated by

the utterance of (31b):

(32) aJohn did not do well in his new job.
b. Johfailed his preliminary phase of his job.
c. The manager is not satisfied with John’s work experience.
d. John cannot continue in his new job.

e. John is not happy.

Given the above set of assumptions (32a-e), the question that amses wbat
assumptions of that set contribute to the explicature of the uteeramd what
assumptions contribute the implicature. There is no doubt (32e) ispfieature
communicated by (31b) since it is neither linguistically encoded noroparhat
is explicitly communicated.

Grice assumes that the explicit meaning of an utteranceresudt of
accessing the conventional meaning of the linguistic expressions st |
utterance. But as can be noticed, (32a-b) are not part of thaintimmed meaning
referred to by Grice. They are worked out through applying pragrpaticiples:

disambiguating the word ‘pass’ and assigning a referent to theoyoime’.
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According to Carston (1991), (32a-b) could not be implicatures of (31lather
part of the explicit content.

Carston (1991) aims to establish a criterion that distinguish@gatures
from explicatures—to specify which aspects of utterance intatmetcontribute
to what is explicitly conveyed and which aspects contribute to wiapitcated.
The criterion, introduced by Carston, is called the Functional Independence
Principle (FIP). According the to FIP, Carston argues that thecaxpie of an
utterance does not have to be arbitrarily confined to linguistic emgagalus
disambiguation and reference assignment, but needs to go beyond that to the
process of free enrichment of what is linguistically encoded @shrevhat is

explicated. Consider the following example:

(33) He is ready.

Knowing the conventional meaning of the word ‘ready’ and assigning a&mnefer
to the pronoun ‘he’ in (33) will not be enough for the hearer/readéedme the
proposition communicated by (33). The hearer/reader has to do sonmeremic
to the logical form by going beyond what is linguistically encoded.

Carston (1991) claims that implicatures are distinct from eaplres; they
do not overlap. Implicatures have distinct propositional form and truth tcamsli
different from those of explicatures. According to Carston, implieatéunction
independently of explicatures as premises and conclusions. Consider the

following example:
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(34) a. What abowtsso buccdor lunch?

b. I am vegetarian.

almplicated premiseOsso bucco is not a vegetarian dish.
bImplicated conclusionThe speaker of (34b) does not es$o bucco

In fact, Carston rejects the Gricean claim that any pragaflstic
determined aspect of the utterance interpretation apart freamtliguation and
reference assignment is an implicature. She disagrees witritean argument
that the domain of grammar/sentences and the domain of truth-conditiona
semantics and propositions are the same. She rather argues gnaatms does
much more in establishing what is explicated than referencgnassint and

disambiguation. Consider Carston’s (1988:39) example:

(35) a. The park is some distance from where | live.
b. It will take us some time to get there.

For the logical form of (35a) to be fully propositional, a refiérshould be
assigned to the pronoun ‘I' and the word ‘park’ should be disambiguated. In

Grice’s terms, the explicit meaning of (35a) is (36):

(36)  There is distance of some length between the speaker’'s home and the park

referred to in the utterance.

But it seems that the utterance of (36) is not what is explidatg35a). Carston
argues that to know what is explicated by (35a), the hearer has somseother

pragmatic principles such as context, relevance and informative@ass such
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pragmatic principles are utilized, the hearer will be ablenow what is exactly

explicated by (35a) and this can be the following:

(37) The park is some considerable distance from where | live.

According to Grice, (36) is what is explicitly communicated by (35apbse it
stands for the logical form of the utterance, while (37) is aplizature
communicated by (35a) because it is derived through pragmatic irgerénis
does not seem to conform to Carston’s FIP simply because the immica
communicated by (37) (according to Grice) entails (35). Implieatand
explicature should function independently and never overlap (FIP). What is
implicated can never entail the logical form of the senterteeeat Accordingly,
(37) is an explicature rather than implicature.

The problem of explicature/implicature distinction can also be factt
interpretation of conjoined utterances and utterances that récerenrichment.

Consider the following examples:

(38) a. | gave her the pen and she signed the contract.
b. She handed me the key and | opened the door.
c. | gave her the pen and she signed the contract (with the pen | gave her).
d. She handed me the key and | opened the door (with the key she gave
me).

(39) a. He entered the office and sat down on the chair.
b. He ate the poisoned food and he died.
c. He entered the offiaad thensat down on the chair.
d. He ate the poisonous fa@wdl sohe died.
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It is noticeable that the propositional form of (38 c-d) with #idgled phrases
entails the propositional form of (38a-b). Accordingly, the enrichedd@mh{38a-

b) represented by (38: c-d) could not be considered as implicatureathert r
explicatures because they entail what is linguistically encoded. By tleeteken,
and contrary to what Grice assumes, the enriched forms reprebgntgé c-d)
are explicatures rather than implicatures because they ehtlisvsaid in (39a)
and (39b) respectively. Grice’'s justification for considering (39c-d) a
implicatures is based on the observation of the sub-maxim of m@yenerderly)

as can be noticed in the figure below:

Figure 2: Grice and Carston on the explicature/impkature distinction.

1.4.2. Cancellable explicatures and uncancellable i  mplicatures

One of the major problems in RT is the absence of a cleari@nit¢hat
distinguishes explicated from implicated assumptions. Carston (19®duced
the ‘entailment test’ to distinguish explicatures from implicas. According to
that test, explicatures are the only communicated assumptionsathantail the

logical form of the sentence uttered. Implicatures do not ehilogical form.
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Implicatures, according to Carston, can be distinguishable through the
defeasibility and calculability features since they are thieome of pragmatic
inference which is cancellable and defeasible. As noted, shentisduced the

FIP which claims that implicatures and explicatures function inugdly
without any overlapping.

Carston (2002) introduces a counter argument that turns the whole analysis
of explicature/implicature distinction upside down. She argues thatiraent is
not a necessary condition to distinguish explicatures from implicatareds
furthermore, that cancellability is not a necessary condition stinduish
implicatures form explicatures.

Let us begin with explicatures and see how this counter argument is
developed. Carston (2002:117) argues that an explicature is an assumption
(proposition) explicitly expressed and communicated by an utterance. &be ma
a distinction between the propositions expressed and the explicatnded by
the speaker. The proposition expressed by the speaker may or may not be
communicated. It is considered an explicature of the utterance dmdp W is
communicated.

Burton-Roberts (2005) distinguishes two types of ‘what is said’: ‘wshat
a-said’ and ‘what isb-said’. What is &-said’ is equivalent to the conventional
meaning of linguistic expressions used in a certain utterance iglirgguistically
encoded). Burton-Roberts points out that whataksdid’ stands for linguistic
semantics. What is b*said’ is equivalent to the proposition explicitly

communicated by an utterance (explicature). This is reached by linguist
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decoding plus some pragmatic principles such as disambiguation arehcefer
assignment. According to Burton-Roberts, this stands for RT’s ‘resdrscs’ as
opposed to RT’s ‘linguistic semantics’.

According the entailment test, an explicature should entail whadids s
because it is the development of the logical (linguisticallyoded) form of what
is said. It is assumed in RT that what is said could not be lgsthckecause the
speaker is committed to what she says or expresses. This rhatesglicature
could not be cancelled either.

However Carston (2002:138) launches her big claim that ‘explicatnees
cancellable’. Her claim is based on her linguistic ‘underdetexayi thesis’ that
pragmatic inference plays role in the derivation of expliemtuas well as
uncommunicated propositions. Pragmatic inference is characterized by
‘cancellability’ and ‘defeasibility’ (Levinson 1983:115, Carston 2002:38%h

Thus, explicatures are cancellable too:

(40) a. John is tall.
b. John is tall enough to be a basketball player.

c. John is tall, but he is not tall enough to be a basketball player.

Carston (2002:138) points out that a sentence such as (40a),réduiite an
appropriate context, explicates the proposition in (40b). But, shesctaim this
proposition (pragmatically inferred) through free enrichment is cleaciel (40c).

The same goes for her own example repeated here as (41):
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(41) a. He ran to the edge of the cliff and jumped.
b. Lionel ran to the edge of the cliff and jumped over the edge of the cliff.
c. He ran to the edge of the cliff and jumped (up and down) but he stayed

on the top of the cliff.

Similarly, the proposition in (41b) is an explicature of (41a). Thapgsition,
explicated via free enrichment, is cancelled as can be sééhd) even though it
entails the logical form of what is said, i.e. (41b) entails (41a).

Burton-Roberts (2005:401) argues against Carston’s notion of ‘cancellable
explicatures’ and describes it adogical impossibilityin Carston’s own terms.
Burton-Roberts (2005) points out that RT claims that explicaturethardomain
of ‘real’ (truth-conditional, entailment-based) and propositiGeahantics that can
never be cancelled because, according to Carston herself, spealensaniged
to and endorse the proposition(s) they express.

Burton-Roberts (2005) suggests two possible solutions to this problem: we
either withdraw the cancellability claim proposed by Carston ap dihe
‘commitment’ or ‘endorsement’ factor from the informal expléomat of
explicature. He comments on Carston’s example (77), used in tkis #we(41),
and concludes that there is a misapplication of the term ‘cabitigjfaby Carston.

His evidence is that there are two veisnp in English: (i) prepositional
(directional) verb and (ii) intransitive verb. Burton-Roberts pointstbetverb

jumpin (41a) could be either (i) prepositional or (ii) intransitiv&ll) could be
the explicature of (41a) if and only if the vgumpis prepositional. Given that,
(41c) is a clarification as to which was the intended logical fdtraeems that

there is no explicature in (41-b) to be cancelled. (41c) itsglit¢ but) could be
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an explicature of (41a) simply because it is what is intended torenunicated
by the speaker.

On the implicature side, Carston (2002:139) argues that some impdieat
are uncancellable. Consider the following example adapted from o@arst

examples (79):

(42) Peter: Does John drink vodka?
Mary: He does not drink alcohol.
a. Vodka is alcohol.
b. John doesn’t drink vodka.
c. Whisky is alcohol.
d. John doesn’t drink whisky.

As can be noticed, (42a) and (42c) are implicated premises of'dVianain
utterance while (42b) and (42d) are implicated conclusions. Carsters 1te
Vicente (1998), who claims that (b) and (d) are entailed by theopition
expressed by Mary’'s utterance and thus they should be explicaitirdeat
utterance because what is usually explicated is the truth-coralitontent of the
utterance, i.e. its entailment. Given the negative definition of capire (a
communicated assumption is an implicature if it is not an explEparston
argues that (b) and (d) could not be explicatures of Mary’s uteetacause there
is no logical form (or sentential subpart of logical form) inris utterance from

which they can be developed. So they are implicatures. The same goes for (43):

(43) a. The prime minister is John’s mother.

b. The prime minister is a woman.
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(43b) is not explicature because it is not the development of the Idgroalof
(43a) so it is an implicature. This implicature cannot be cattddecause it is
entailed by (43a).

| strongly agree with Burton-Roberts (2005:399) that Carston’s claim of
uncancellable implicature is counter-intuitive (in Gricean tg¢ramsl inconsistent
with the rest of her proposal concerning the explicature/implicatistenction.
Carston (2002), in several places of her proposal, argues that pagrfeagnce
is ‘cancellable’ and ‘defeasible’. Building on that, implicatuses cancellable
since they are the outcome of pragmatic inference.

Carston’s claim of entailed implicatures, given an argument inoher
terms, is very strange. It turns the traditional explicatureigaplre distinction
upside down. Entailments should be explicated not implicated, but Canstsis i
that there are entailed implicatures. This, | think, willkemder FIP sound less
reasonable and reliable. If implicature and entailment aresaily unexclusive,
then they will function dependently (they will overlap). The impglica should
not entail or be entailed by the explicature. But as can beedotall Carston’s
examples of uncancellable implicatures are entailed by the lofgical of the
utterance.

Given that, the explicature/implicature distinction offered by s@ar
sounds very controversial. The line that separates between expBcatude
implicatures in some situations is very thin. To get out of tbistroversy, |

suggest that we either abandon the explicature/implicatureatistiror we keep
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things in their logical status by emphasising that what is implicatedd never be

entailed and what is explicated should never be cancelled.

1.4.3. Grice’s notion of conventional implicature

When Grice (1967) first introduced the notion of implicature, the nogterred
to cases of ‘conversational implicature’ where certain non-taghditional
inferences are calculated on the basis of the conversational saaiterwards,
Grice envisaged a totally different type of non-truth conditional interemhich
he calls ‘conventional implicature’. This type of inference is detived via
pragmatic principles such as the maxims but rather generatedgihrthe
conventional meaning of some lexical expressions. Grice mentises c& few
linguistic expressions such dmit, therefore and moreover However, the list
could be extended to include expressions sudithsugh neverthelesshowever
anyway moreovey whereas even after all, still, yet besides since and while
(Carston: 2002:53). Consider Grice’s (1967:44) famous example on conventional

implicature:

(44) He is English; he itherefore, brave.

Grice claims that (44implicatesthat his ‘being brave’ is a consequence of ‘his
being English’. This implicature is not derived via any pragmatic ypl@cor
previous contextual knowledge but rather generated through the conventional
meaning of the wordherefore The conventional import of the wotHerefore

does not contribute to the truth-conditional content of the utteramwhich it is

used. Ifthereforeis replaced byand the truth conditions of the utterance will
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remain the same, but the conventional implicature generatétebsforewill be
lost. In other wordghereforedoes not affect the truth or falsity of the utterance in
which it occurs.

Carston (2002:107-8) comments briefly on Grice’s notion of conventional
implicature; she points out that this proposal is strong evidencenttaall
encoded meaning determines ‘what is said’. There are cases emewded
meaning does not contribute to ‘what is said’. Such cases areeckto by Grice
as conventional implicatures.

Carston gives an alternative analysis of Grice’s caseson¥entional
implicature. She claims that ‘what is said’ in an utteraiscéhe propositional
component of the basic (ground-level) speech acts. Conventional implicature
generated by the conventional meaning of certain linguistic expreskainglate
between the ground-level speech acts. This relation will leadst dentral
(higher level) speech acts such as ‘explaining’, ‘contrast’ d@difay’. Consider

butin (45):

(45) a. John failed his syntax exhot he is clever.

b. John failed his syntax exam.

c. John is clever.

d. There is a contrast between (b) and (c).
As can be noticed, (b) and (c) are two ground-level speech actsedfi@s. They
stand for ‘what is said’ in the utterance of (45a), whereass(@) higher-level

speech act that defines the type of relation between (b) angh{ch is here

‘contrast’.
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Levinson (1983:128), too, argues that Grice’s conventional implicature is
not an interesting concept. He considers it as an admission thatuthe
conditional semantics has failed to capture all the conventioraiingeof natural
language expressions. Kempson (1975) also resists (the acceptaiiheeraflion
of conventional implicature and points out that all Grice’s examples of
conventional implicature can be reanalysed as entailments, ecatigesl
implicatures or presuppositions.

There are other pragmatists who deny the existence of conventional
implicature (Rieber 1997; Bach 1994, 1999; Wilson and Sperber 1993 and
Blakemore 1987, 2002) .These pragmatists have offered their alteraativents
of conventional implicature.

Rieber (1997: 51-54) reanalyses Grice’'s examples of conventional
implicature as ‘tacit performatives’. He argues that lingriskpressions such as
but, thereforeand evenare used by the speaker to imply or suggest something
without actually saying it. Rieber agrees with Grice that fxgressions do not
contribute to the truth conditions of the utterances in which they .odowvever,
he disagrees with him in that such expressions do not generate conventiona
implicature, but rather suggest or imply something by means of ‘paafves’.

Consider the following example:

(46) a. John is a pragmatistt he is happy.
b. John is a pragmatist (I suggest this contrasts) or (I am pointing out that

this contrasts) or ( | ask you to notice that this contrasts) he is happy.
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The analysis offered by (Rieber 1997) explains how utterances with such
linguistic expressions involve two types of speech act: a) pyisggech act, such

as ‘assertion’, ‘telling’ or ‘asking’ made by the speaker of therahce; b)
secondary speech act, which is used as a comment on the primary aptec
(what has been asserted, told or asked by the speaker). Rieb@lemnke
secondary speech act as the vehicle of the performative function. Gagn

Rieber would analyse (46b) as follows:

| he is a pragmatisr | ‘but’ | | he is happ)f

primary speech act 1 secondary speech act  primary speech act 2

|  assertion1 | | ‘contrast’ | | assertion 2 |
A (tacit performative) A

Figure 3: Rieber’s (1997) reanalysis of Grice’s carentional implicature.

Bach (1994, 1999) has also developed his own alternative account of
conventional implicature in which he argues that there is nothingedcall
conventional implicature in pragmatics. The phenomena describedchsbyg
Grice are simply instances of second-order speech acts. AccdaiBgch,
expressions such abut, therefore and even do not generate conventional
implicature as Grice assumes, but rather perform ‘second-op#ects acts’.
Bach (1999:333) calls such expressions alleged conventional implicatucesde

(ACIDS).
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Contrary to what Grice assumes, Bach (1999:340-1) claims that most of

the linguistic expressions referred to as generating convention@icature

(ACIDs), contribute to what is said because they pass the 1Q test:

(IQ test): An element of a sentence contributes to whedigsin an

utterance of that sentence if and only if there can be an aecurat
and complete indirect quotation of an utterance (in the same
language) which includes that element, or a corresponding element,

in the ‘that’-clause that specifies what is said.

Consider the following examples which illustrate that evenandtoo contribute

to the truth-conditional content of their utterances, which camsbd as complete

indirect quotations in that-clauses as can be noticed in (47), ad®) (49)

respectively:

(47)

(48)

(49)

a. John failed his syntax exhuat he is clever
b. Clare said that John failed his syntax exatne is clever.{® Q)

aEven John can fail his syntax exam.

b. Clare said thavenJohn can fail his syntax exan¥. (Q)

a. John has failed his syntax exam
b. Claire said that John failed his syntax exam(v" 1Q)

However, Bach (1999:341) points out that not all ACIDs comply with thiee$Q

i.e. some ACIDs do not contribute to what is said. But, to Bach, this doe

® The tick sign indicates that the utterance pagsetQ test.
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mean that such devices give rise to conventional implicaturesasead by Grice.

Considemoreoverandin other wordsn the examples below:

(50) aMoreover, John failed his syntax exam.

b. * Clare said thatoreover, John failed his syntax exaniX(IQ)

(51) aln other words, John is a plagiarist.
b. * Clare said that other words, John is a plagiaristX(1Q)

It is true thatmoreoverandin other wordsin the above utterances fail the 1Q test,
but this does not mean that they generate a conventional implicatheg.Bach
seeks to argue here is that this type of ACIDs should bedraateehicles for the
performance of second-order speech act. When ACIDs suclo@overandin
other wordsare used by the speaker at the beginning of a sentence, the atteranc
of which adds something to what is previously said, the speaker does no
implicate but rather explicitly indicates that she is adding something.

ACIDs that fail the IQ test are calladterance modifiervy Bach. They
are used to comment on the main part of the utterance in whichabey dhey
are usually used at the beginning of the sentence, but they canelsewhere.
They are set off by commas in writing and pause in speech. Thenoare
semantically coordinate with the rest of the sentence whichhystiaey do not
contribute to truth conditions.

| suggest that neither Rieber (1997) nor Bach (1999) offer a genuine

alternative to Grice’s conventional implicature. Rieber’'s accoahttacit

° The cross sign indicates the utterance fails gheebt.



83

performativess built on ‘suggestion’. It is unreliable because thenmgoisinique
performative with which a discourse connective is synonymous. Consider aga

example (46) repeated here as (52):

(52) a. John is a pragmatistt he is happy.
b. John is a pragmatist (I suggest this contrasts) or (I am pointing out that

this contrasts) or ( | ask you to notice that this contrasts) he is happy.

As can be noticed, there is no specific performative associatadowt The

performative can be one of the following (the list could be endless):

(@) | suggest that this contrasts.

(b) | am pointing out that this contrasts.
(c) | ask you to notice that this contrasts.
(d) | draw your attention that this contrast.
(e) | let you know that this contrasts.

H | make it clear that this contrasts.

Bach’s (1999) alternative account does not seem to be complete €n the one
hand, he divides ACIDs in to two types: ACIDs that pass the IQA&1Ds that

fail it. On the other hand, he argues all ACIDs encode conceptuahimge
whether or not they contribute to what is said. According to him, aAGth as

but encodes conceptual information and contributes to the truth-conditiadhe
utterance in which it is used. | believe this is far fromngeirue; but neither
encodes a conceptual meaning nor does it contribute to truth-conditions. F
instance, the contrast between ‘he is a thief’ and ‘he is gootkdear (53) is not

a second-order speech act carried by the déxitelhe relation between the two
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propositions can be figured out without the presendeubfA hearer/reader will
be able to judge that the relation between (a) and (b) is contrastive without making

use of the linguistic encoding btit

(53) a. He is a thief.
b. He is good-hearted.

What seems to me a more explanatory account of conventional impligsture
Wilson and Sperber’s (1993) and Blakemore’s (1987, 2002) notion of ‘procedural
meaning’. This notion has been developed within a relevance-theoastieviork.

It argues that linguistic expressions suchbag thereforeand so (analysed by
Grice as cases of conventional implicature) encode procedutesotisdrain the
relevance of the utterance in which they occur. The proceduredeshby such
expressions offer guidance to the hearer/reader in searchindggooptimal
relevance of the utterance through maximizing the contextual ®ffact
minimizing the processing effort and finally reaching the mostessible
interpretation consistent with the principle of relevance. Such ssipres do not
contribute to the truth conditions of utterance, but rather put contstien the
inferential phase of the utterance interpretation. A full disonssf Blakemore’s

notion of procedural meaning will be given in the next chapter

1.5. Conclusion

This chapter offered a broad outline of the theoretical framewoelevRnce

Theory, within which some linguistic expressions (including discours&ears)
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are analysed as encoding procedural meanings that constrain thetialffgat of
the interpretation of the utterances in which they occur. Thataih was focused
on some basic notions, the discussion of which is crucial toatadysis of
procedural expressions. This includes the notions of ‘context’, ‘imfefe
‘cognitive effect’ and ‘processing effort’. It will become cletlvat Relevance
Theory, despite controversies that arise within it (e.g. the@tphe/implicature
distinction discussed in section 1.4.1) provides an ideal and reliane\work

for the analysis of discourse markers.
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CHAPTER 2

2. Linguistic Meaning and Truth Conditions

2.1. Introduction

This chapter discusses the relationship between linguistic ngeamd truth
conditions. It points out that there are two types of distinction: tthth-
conditional/non-truth-conditional distinction and the conceptual/procedural
distinction. The chapter investigates the relationship betwdeset two
distinctions.

There are two main arguments in this chapter. Firstly, the edlleg
parallelism between the truth-conditional/conceptual and the non-truth-
conditional/procedural meanings must be questioned. This is becauserthere a
linguistic expressions whose meaning both contributes to the wutfitions of
the utterance and constrains the inferential part of the ietaton of the
utterances in which they occur. Secondly, the relation between concepdual a
procedural is not mutually exclusive; we will see that some litigiegpressions
encode both conceptual and procedural meanings and others encode conceptual
meanings but can be procedurally used as is the casebetthuse Such
expressions will be called conceptuo-procedural expressions.

This chapter is structured as follows: Section 2.2 discusgesetation

between natural language and the world, investigates the diffdsetweeen truth-
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conditional and non-truth-conditional meaning and analyses some linguistic
expressions whose meaning does not contribute to truth conditions. Section 2.3
investigates the conceptual/procedural distinction and its relatiadh thie
explicature/implicature distinction. Section 2.4 discusses how lingurstaning
is analysed in RT in terms of concepts and procedures and givesyva
classification of linguistic expressions as 1) purely conceptuplpiely

procedural or 3) conceptuo-procedural expressions. Section 2.5 is a conclusion.

2.2. Language and the world

Theorists and ordinary language users consider language as a medium of
exchanging information about the world. In the fields of linguistics amd th
philosophy of language, this is captured in terms of the relation betwagalna
language expressions and truth conditions. Strawson (1971) points out that the
notions of truth and truth conditions can account for linguistic meanirigg pats

it:

It is a truth implicitly acknowledged by communication theorists-
themselves that in almost all the things we should count as
sentences there is a substantial central core of meaning vshic
explicable either in terms of truth conditions or in terms ofesom

related notions...

(Strawson 1971:178)
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As the above quote indicates, speakers use language to say somethinfyeabout
world or describe a state of affairs. They relate betweenesees’ and ‘states of
affairs’. The relation between the two entities is truthditional—judged as
either true or false.

The most prominent truth-based approach of linguistic meaning is
undeniably Davidson’s (1967, 1984) truth-conditional theory of linguistic
meaning. This approach is based on the pairing up between natural language
sentences and the real world, in the sense that the meanirsgiateace is given
by its truth conditions—the conditions that have to obtain for the uttetanoe

true. Consider the following example:

(1) The table has four legs.

According to the truth-based approach of linguistic meaning by Davidson, the
utterance of (1) is true if and only if ‘the table referrethtthis utterance has four
legs’. This is captured by a T-sentence, (2), wsatands for the utterance apd

stands for a state of affairs.

(2) sistrueiffp.

It seems the truth-conditional account of linguistic meaning constrbgte
theorists such as Strawson (1971) and Davidson (1967, 1984) cannot account for
linguistic elements whose meaning does not contribute to the trudlitioos of
utterances in which they occur. These elements ingiudeouns requestsand

questionssentence adverbialfocus adverbsnddiscourse markerd will not go
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through a detailed analysis of the non-truth-conditional nature of timggestic
elements here but rather introduce them briefly in section 2.2.2atfdrgion will
be focused on non-truth-conditional nature discourse markersand the
procedural role they play in the process of utterance interpretation.

Before | move to the next section, | would like to point out that themot
of truth-conditional meaning adopted in this thesis is specific toTR& meaning
of a word is captured by the contribution it makes to the truth conditf the
sentence in which it occurs. Relevance theorists such a®nNded Sperber
(1993), Blakemore (1987, 2002) and Iten (2005) focus on the existence of some
linguistic expressionss@, therefore but, after all, etc.) whose meanings cannot be
captured in truth-conditional terms. However, there are other appsotxhaith-
conditional meaning which argue that the meaning encoded by such expressions

can be truth conditional (Recanati 2004, Bach 2001, and Ariel 2002).

2.2.1. Semantic vs. pragmatic non-truth-conditional meaning

Before moving to the analysis of the non-truth-conditional nature ofeflegant
linguistic expressions, let us specify what type of non-truth-conditimealning
is meant here. To do this, please consider the following example givéanby

(2005:2):

(3) [Susan and Mary are talking about Mary’s boyfriend Peter]
Susan: Is he good at buying you presents?
Mary: For my last birthday he bought me a pink seaén thoughl told
him that | hate pink.
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Iten (2005:3) points out that the utterance in (3) is true ifcantygl if Peter bought
Mary a pink scarf on her last birthday and (before that) thekepéald Peter that
she hates pink. But Mary means (intends to communicate) more hHhagiy
uttering (3). There are two pieces of extra information commuedchy Mary’s
utterance: (i) there is a contrast between Peter buying Mary a pink scarf asther |
birthday and her telling him that she hates pink, (ii) Peter iggyaotl at buying
presents. The first piece of information is linguistically endobig the linguistic
expressioreven thoughand not contextually derived. For this reason, | will call
this phenomenon, following Iten (2005), ‘semantic non-truth-conditional
meaning’. The second piece of information arises because Mary made he
utterance in a particular conversational context. | will t#ak ‘pragmatic non-
truth-conditional meaning’. Neither meaning communicated by Mary'samte
affects the truth conditions of the utterance.

This distinction between semantic and pragmatic non-truth-conditional
meaning has been introduced to show that the conventional meaning encoded by
some linguistic expressions does not have to contribute to the truthicos of
the utterance in which such expressions are used. And this is one rohithe

themes in this chapter.

2.2.2. Non-truth-conditional linguistic elements

2.2.2.1 Pronouns

Among the expressions whose linguistic meaning is not truth-conditameal

‘pronouns’. It is obvious that the linguistic meaning encoded by pronouns cannot
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be captured in terms of the contribution to the truth conditionsttefamces
containing them. However, such expressions constrain the inteigmetditthe
utterance and play a role in determining the truth-conditional coloyeprioviding

some indicators to the referents to be assigned:

(4) He will give it to her.

The highlighted linguistic expressions in the above sentence are utlon-tr
conditionalper se However, their linguistic meaning affects the truth-conditional
content by constraining the interpretation and leading the hearexrsgign
referents to the highlighted expressions. No truth conditions can be assighe
sentence of (4) before referents to the marked expressiongppieed. Once that

Is done, propositions such as the following can be communicated bynteace

of (4):

(5) Peter will give the book toMary.
(6) John will give the letter toClare.

It seems that theorists who have discussed ‘non-truth-conditresning’
have excluded pronouns as elements of sentence semantics—and have done so
simply because the linguistic meaning encoded by pronouns affects the truth
conditions of utterances containing them. | will return to pronouns ilatehis
chapter in section 2.4.3.1 and discuss the procedural relevance-thaoceut

of pronouns (Wilson and Sperber 1993, Carston 2002 and Hedley 2005).
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2.2.2.2. Requests and questions

It is generally accepted that the utterances of non-declaisgivences such as
orders and questions cannot be given truth conditions. The reasors fisr ttinat
such utterances do not refer to any state of affairs in thepfaise. Thus, the
notion of truth or falsity cannot apply to them. Consider the following exasnpl

for demonstration:

(7)  Open the gate.

(8) Areyou vegetarian?

The utterance in (7) is a request which is usually complied wittispegarded,
and the utterance in (8) is a question which can be given an ansa@r dhus,
these utterances cannot be judged as true or false. Iten (2005:18)qudithat
some linguists have noticed that there are propositions thdtecalosely related
to requests and questions. Thus, the equivalent propositions to (7) amd (8)

and (10), respectively:

(9) Xiearer OPENS GATE
(10) Xiearer IS VEGETARIAN

Given that, what is communicated by (7) and (8) can be roughly paregraas

(11) and (12):

(11) The speaker is requesting the hearer to open the gate.
(12)  The speaker is asking whether the hearer is vegetarian or not.
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Iten points out that the non-truth-conditional aspect of the mgaofi(7) and (8)
is due to the non-declarative syntax and not the meaning of their wardsas
open gate and vegetarian The meanings of these words are obviously truth

conditional.

2.2.2.3. Sentence adverbials

Theorists such as Wilson and Sperber (1993) maintain that illocutiaraty
attitudinal (sentence) adverbials neither contribute to nor taffiee truth-
conditional content of utterances in which they occur. However, unlike tsques
and questions, sentences containing such adverbials do have truthecanditi
element. But what is encoded by these illocutionary or attitudithatrbials does

not contribute to the truth conditions of the utterance.

(13) Seriously, John is a genius.

(14) Sadly, | missed my train.

The truth conditions of (13) and (14) are equivalent to the propositqumessed
by these two utterances minus the illocutionary adverbéiously and the
attitudinal adverbiakadly An utterance of (13), for instance, can communicate

two propositions:

(15)  JOHN IS A GENIUS
(16)  Yereaxer|S SAYING SERIOUSLY THAT JOHN IS A GENIUS
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(15) is the truth-conditional content of the utterance, not (16).sahe goes for
the utterance of (14). One should not confuse these adverbialgheiittmanner’
counterparts which contribute to the truth-conditions of utteranoaaioing

them. Manner adverbials are not separated by a comma in writing.

(17)  John is speakirsgriously.
(18)  Peter sigheshdly.

Unlike the utterance of (13), which communicates two propositiontisgated
in (15) and (16), the utterance of (17) communicates only one proposi&on, i

JOHN IS SPEAKING IN A SERIOUS MANNER.

2.2.2.4. Focus adverbs

In addition to illocutionary and attitudinal adverbials, thereadiher adverbs such
aseven too andalsowhich do not contribute to the truth conditions of utterances
containing them. These adverbs are referred to by Iten (2005:23) as’ ‘focus

particles. Consider the following examples:

(19) EvenPeter is on holiday.
(20)  Peter is on holiddgo.
(21) Peterislsoon holiday.

The linguistic meaning encoded by the highlighted adverbs in the above
utterances does not contribute to the truth conditions of thesenaterdn other
words, (19), (20) and (21) are true if and onlyéter is on holidayHowever,

there is obviously something more communicated by each of the highlighted
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adverbs, depending on where the focus lies in each utterance. For instdmee
focus ofevenin (19) lies onPeter, then the utterance suggests that Peter’s being
on holiday is less likely than other people being on holiday. If the focergeriis
onis on holiday then the assumption is that Peter’s being on holiday is le$s like

than his doing something else.

2.2.2.5. Discourse markers

Other linguistic expressions whose encoded meaning does not contrilibige to
truth-conditional content of utterances in which they occur are dseguoarkers
(henceforth DMs). Such expressions incluzle, therefore so, after all. They
have been referred to in the literature as ‘pragmatic merke ‘pragmatic
connectives’, in addition to some other labels.

Theorists such as Blakemore (1987, 2002), Blass (1998), Rouchota (1998)
and Iten (1998, 2000, 2005) argue that the linguistic meaning encoded by DMs
does not contribute to the truth-conditional content of utteranceasicimg them.

Consider the following examples:

(22)  Johnis a lawydut he is in prison now.

(23)  John is in prison noalthough he is a lawyer.

(24)  Thaksin Shinawatra will buy Manchester City 5G.he is a millionaire.
(25)  Thaksin Shinawatra will buy Manchester City R@er all, he is a

millionaire.

The use of the highlighted expressions does not affect the truth-ocoadliti

content of the utterances they connect. What each marker encodae®cedure
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that controls the relation between the truth-conditional obrdgéthe utterances
they connect. For example, (22), is an utterance of two sentences conndatiéd by
There are two propositions expressed by this utterance: (i) ‘J@htavgyer’; (ii)
‘John is in prison now’. And, there is a procedure encoded by the linguistic
meaning ofbut which points to the hearer that ‘there is a contrast betwearis]
being a lawyer and his being in prison’. This procedure does not coettdtle
truth conditions of the utterance of (22). The utterance is trardfonly if ‘John

is a lawyer’ and ‘John is in prison’. The sense of contrast encodedtbipes not
affect the truth or falsity of (22). If the speaker of (22) did not iheemeaning

of contrast in mind, this will not make her utterance falseil&iranalyses can be

provided for (23), (24) and (25).

2.3. Linguistic meaning and Relevance Theory

2.3.1. Utterance interpretation: a complementary pr  ocess

It has been noticed in chapter 1 that RT is a cognitive theornyttefance
interpretation, which involves mental representations and computationalMent
representations in the relevance-theoretic framework reféh¢olanguage of
thought’, or what is known as ‘Mentalese’ (Fodor: 1985, 1990). ‘Words’ig th
language of thought are ‘concepts’ or ‘conceptual information’. The (Fodorian)
idea here is that mental representations undergo computations due rto thei
syntactic nature in a similar way to inference processes mafologic where
syntactic (rather than semantic) properties of mental repegseTd are taken into

consideration (Iten 2005:70).



97

Computation in the cognitive process of the utterance intetioretalays
two roles. The first is required because the conceptual output afeitmding
process or the logical form of the utterance does not yield ya putipositional
form. The computation in this case is represented by the appficatisome
pragmatic processes such as ‘disambiguation’ and ‘referengnmassit’ to the
logical form. For instance, the result of linguistic decoding of (26uld/ be
something like (27) which does not encode a fully propositional form (assumpt

or thought):

(26) She plays it
(27) + PLAYS-e

In order to know what is communicated by the speaker of (26), refesiemitd

be assigned to the pronouns ‘she’ and ‘it’. This cannot by done by linguistic
decoding alone, but rather by the pragmatic process of ‘referenigarasst’.

The linguistic decoding of (27) could not give values to the pronouns. This has t
be pragmatically inferred.

The second and equally important aspect of interpretation is when
computation takes the output of decoding (logical form) as input tondieger
what is communicated by the speaker of a certain utterancehdppgns when
the hearer takes the logical form and processes it in thedigither information
available to him from memory and other input systems, to infer vdat

communicated by the speaker. This is known as the inferential sfage
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utterance interpretation in which the logical form is fleshed Without this

inferential process, communication between language users would notsii@eros

2.3.2. Linguistic encoding: concepts and procedures

On the view outlined in the previous section, mental representations a
‘concepts’. It seems natural to say that most natural languagdsvwencode
conceptual information—the building blocks of logical form, so to speak:(It
2005:71). For example, words suchsm®wandwhite in (28) would encode the

concepts of SNOW and WHITE respectively:

(28) Snow is white.

Computation, unlike decoding, is a ‘procedure’ in the sense that it is a
function carried out by pragmatics to flesh out the linguistically detdatscal
form for deriving a full proposition.

It seems that procedural information (constraints on computateonpe
linguistically encoded. Blakemore (1987) argues that some linguisticssxpne
encode information which constrains the inferential phase of theamtt
interpretation rather than the conceptual representation.

As explained, RT accounts for utterance interpretation with riqghasis
on minimising processing effort needed to achieve the intended cogniat. eff
Since the processing effort is exerted in the computational pro€assting the
relevant interpretation, any information that constrains this cortiqoigh process

would be considered to be effort-saving. Consider the following example:
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(29) (a) John can open Bill's safe.  (b) He knows the combination.

If we follow the line of reasoning provided by Blakemore (1987, 2002), thehear
of the utterance of (29) will not find it easy to determine how gthieves
relevance in respect with (a) and thus, he will exert retfet in looking for the
cognitive effect. The inferential relationship between (a) anddbld be that (a)

is a ‘premise’ and (b) is a ‘conclusion’, but could also be ther athg round: (b)

is a ‘premise’ and (a) is a ‘conclusion’. To save the he#ner effort of
determining the inferential relationship in the sequence in (29),pda&kser can
use some linguistic means (linguistic expressions), sutiutatherefore so and
afterall, the encoded procedural information of which can provide him with some
signals and clues to find out the interpretation intended by the spdake
instance, Blakemore (2002) points out, if the linguistic expressmlmas been
used to connect the two segments in (29), the interpretation wouldtl{b)tima
‘conclusion’ derived as a contextual implication from (a), araftér all is used,
then (b) would be the ‘premise’ to (a), the ‘conclusion’.

Blakemore’s claim is that, in the absence of DMs suctoahdafter all,
contextual assumptions and cognitive effect accessible to therhaa not
necessarily those intended by the speaker. Thus, the speaker findslitauase
some linguistic constructions susbandafter all to make it easy for the hearer to

point to the intended interpretation.
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2.3.3. The conceptual/procedural distinction

The notion of procedural meaning in RT needs further investigatias. ribt
known yet how the procedural meaning is represented in the mind, neiiher is
known how the process of ‘constraining the inferential phase’ of uteeranc
interpretation actually works. When the notion was first intreduay Blakemore
(1987), the purpose was to make a distinction between truth-conditrmhaloa-
truth conditional aspects of linguistic meaning. The correlation degtw
conceptual/procedural and truth-conditional/non-truth-conditional mgsnwas
assumed. It was also assumed that ‘conceptual’ and ‘procedural’ ngually
exclusive. Blakemore (1987) defines the notion of procedural meaning in a
negative way. For her, if what is encoded by a linguistic expressiarotis
conceptual, it should then be procedural by necessity, since linguiseoaliyled
meanings in RT are either concepts or procedures (not both). Blak€i8a7)
does not provide a criterion by which we can distinguish linguistic esipres
that encode procedural meaning from those which do not. She just givesfa lis
certain expressions, particularly DMs, and argues that such sixpredo not
encode conceptual information, which means that they must be procedural.

It will become clear that the assumed parallelism betweeth-
conditional/non-truth-conditional and conceptual/procedural meaning does not

hold:

It is tempting to assume that these two approaches are equivalent
and classify the data in identical ways. This would be so, for

example, if any construction which contributed to the truth
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conditions of an utterance did so by encoding concepts, while all
non-truth-conditional constructions encoded procedural
information. We want to argue that this assumption is false. The
two distinctions cross-cut each other: some truth-conditional
constructions encode concepts, others encode procedures; some
non-truth-conditional constructions encode procedures, others

encode concepts.

(Wilson and Sperber 1993: 2)

The equation that conceptual = truth-conditional and procedural = non-
truth-conditional is invalid. Linguistic expressions such as personabpns do
not linguistically encode conceptual information, but they play a role in
determining the truth-conditional content of the utterances inhatiey occur.
Conversely, sentence adverbials, for instance, encode conceptual irdorinat
their contribution does affect the truth condition of the utteramceghich they
occur.

We will also see that the conceptual/procedural distinctiotignutually
exclusive. There are, | maintain, linguistic expressions which encode bot
conceptual and procedural meaning, as is the case with the defiicitethe and
the conditional markaf.

Wilson and Sperber (1993) introduce some t8sfsr the distinction
between conceptual from procedural meaning. Although such tests do e@ingiv
explanation as to how the procedures constrain utterance integoretitey

provide some criteria for distinguishing conceptual from proceduranimeg.

9 These tests have been also adopted by Rouch@8)(a8d Iten (1998).



102

These tests are: 1) ‘accessibility to consciousness’, 2h-gwluability’ and 3)
‘compositionality’.

As regards the first test, Wilson and Sperber (1993) point outititat s
concepts in RT are mental representations, conceptual meaning ermoded
linguistic expressions should be consciously accessible to spemk@rhearers.

For instance, if we ask native speakers of English what the wyarden library
andcar mean, they would be able to answer the question by either paraphrasing
the words or giving some of their synonyms. Procedural expreSsiams the

other hand, are not easily accessible to consciousness. By tharsalowy, if we

ask native speakers of English what the wdrd so andthereforemean, they

find it difficult to give a straightforward answer. Their answiérany, would

much more likely to be about how these expressions are used rathevitaa

they mean. Given the first test, it seems Wilson and Sperbeasatening that
there is a parallelism between conceptual/representativdeororte hand and
procedural/non-representative on the other hand. Iten (2005:76) points out that
there is evidence from second language learning that leamens much harder

to learn (or acquire) a procedural expression than to learn a conceqitedsion.

That is why most learners of English have some problems in leaméhgsing
words suclwell, evenandjust

Regarding the second test, Wilson and Sperber (1993) maintain that
concepts are truth-valuable because they are representatioatesfadtaffairs in

the real world:

1 For the sake of simplicity, linguistic expressiombich encode procedural meaning will be
called ‘procedural expressions’ and expression®ding conceptual meaning will be called
‘conceptual expressions’.
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(30)  The shirtis blue.

The sentence in the above example can be uttered to refer te afstffairs in

the real world as in (31).

(32) The shirt John has bought from Debenhams on fikigtfiday isblue

The word ‘blue’ contributes a constituent to the representatioiinis state of
affairs. In other words, the contribution made by it can determimether the
representation is true or false. To put it differently, the qoineacoded by the
word ‘blue’ affects the truth or falsity of (30). By contrast, wisgatncoded by
procedural expressions is not a representation that can be tradser The
contribution made by procedural expressions cannot be judged as trdseor fa
For instance, the hearer could not object to the uséefall in (32) by claiming

that it is not true. Thus, he cannot utter something like (33):

(32) (a) John can open Bill's safe. ¢after all, he knows the combination.

(33) This is not true: ‘he knows the combination’ is not used as a premise.

The third test for distinguishing conceptually encoded from procedurally
encoded information is ‘compositionality’. According to this test, corscepn
combine (and modify each other) to form larger complex conceptual
representations. For instance, the concepts BROWN and COW coraldmrent
the larger concept BROWN COW. The notion of compositionality doeseeoh s
to work with procedural expressions. It is very hard to find a proeédur

expression that can combine with (or modify) another procedural exprebsr
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instanceso cannot combine withfter all to form a larger procedural ursid after
all. Only representational entities can combine to form largereseptations.

Procedural expressions are non-representational.

2.3.4. Procedures: constraints on implicature or ex plicature?

As we have seen in chapter 1, Sperber and Wilson (1995:182) distinguish two
categories of communicated assumptions: explicatures and atopés.
According to them, a communicated assumption is an explicature if ayndf d@nl
is a development of the logical form (sub-propositional incompleteepbual
representation) encoded by a sentence. If a communicated assuraptiona
development of a logical form, it is an implicature. | do not waniehearse the
explicit/implicit distinction again since it has been discusseshapter 1 (sections
1.2.3 and 1.4.1). What concerns me here is how this distinction relathe to t
conceptual/procedural distinction.

The initial assumption made by Blakemore (1987) is that conceptually
encoded information is part of what is explicitty communicated siragpears in
the logical form encoded by the utterance and in any development addtaal |
form. Procedurally encoded information, on the other hand, is considered by
Blakemore (1987) as part of the implicit side of what is commtedcay an
utterance, since procedural information is not representational aschadibappear
in the logical form of the sentence. However, subsequent researshdvas that

procedural information can contribute to both explicit and implicit camioation.
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Below is a comparison between Blakemore’s (1987) and Iten’s (2005) vkews

linguistic encoding and its relationship to the explicit/implicit distmeti

Blakemore’s linguistic encoding Iten’s linguistic encoding
conceptual procedural conceptual procedural
explicit implicit explicit explicit or implicit

communication communication communication communication

Figure 4: Blakemore’s vs. Iten’s conceptual/procedial distinction.

We will see that Iten’s picture is more reasonable, sineeethre some
linguistic expressions such as pronouns which have been analysadoding
procedural meaning, but contribute to the explicit rather than implat of the
utterance interpretation. We will see also (in Chapter 4) sbate linguistic
expressions in Arabic such &sencode procedural meaning that contributes to

both the explicature and implicature of the utterance in which it occurs.

2.4. Discourse markers and truth conditions

Blakemore (1987) is the first theorist who developed a fully detaitedunt of
DMs. She studied DMs such bst, so andthereforefrom a relevance-theoretic
point of view, arguing that such markers encode procedural meaning which

controls the inferential phase of utterance interpretation.
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In relation to this, | would like to make clear that, in addressi
Blakemore’s account, | concentrate not just on DMs but rather on lirguis
expressions whose linguistic meaning plays an inferential role iutteeance
interpretation

I will classify linguistic expressions into three categori@}: purely
conceptual linguistic expressions, b) conceptuo-procedural linguigiressions
and c) purely procedural linguistic expressions. It will becomar dieat DMs
such adut, so becauseandafter all belong to both (b) and (c) categories. The
first two categories will be discussed in this chapter, whigethird category will
be discussed in the coming chapters. Before moving to that, | wilflybrie
introduce the notion of metarepresentation, given the strong link betlween t
procedural and metarepresentational use of some linguistic exmessich as

illocutionary adverbials and parenthetical constructions.

2.4.1. Metarepresentation and linguistic communicat  ion

Wilson (2000) defines metarepresentation as a representation of ranothe
representation. More specifically, a higher-order representatibravower-order
representation embedded within it. According to Wilson, the higher-order
representation is usually an utterance or thought, while the lower-orde
representation can be public representations (utterances), mepredentations
(thoughts) and abstract representations (sentences, propositionsdséupat

Clare utters (34) to John:

(34)  You are a careless guy.
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And John reports her utterance in two different ways, as in (35):

(35) a. Clare said to me, “You are a careless guy.”

b. Clare told me that | don’t take things seriously.

In this case, both the lower-order and the higher-order representatiens
utterances. John’s reported direct quotation in (35a) and indirect quata(i@bb)
are two metarepresentations of Clare’s original utterance.

There are some cases where the lower-order representatoosabstract

nature: linguistic logical or conceptual:

(36) a. ‘J'ai mal a la téte’ is a sentence of French.
b. It is true that the Earth is the third planet from the Sun in the Solar
System.
c. ‘Earth’ implies ‘planet’.

Here, the higher-order representation is an utterance and the-doleer
representation is an abstract representation: a sentence {3éa), a proposition
in (36b) and a concept in (36c¢).

Wilson (2000:141) argues that all types of metarepresentation (public,
mental and abstract) can be analysed in terms of the notionpoésemntation by
resemblance’. This entails that the relation between the higher-ord
representation and the lower-order representation is a matesgemhblance rather
than identity. For instance (35a, b) are not identical to (34), buk tisea

resemblance between them.
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Noh (1996) points out that metarepresentations can be either ‘iniezpret
or ‘descriptive’. They are interpretive if there is a resemi®an content between
the higher representation and the original one as is the cdsé34jt and (35).
They are descriptive if the representation is used to descsitageaof affairs. Noh
has also tackled other metarepresentational cases (pronunciatiomr@hstiess)
where the metarepresentation involves resemblance in lingwsticrather than

content. Consider Noh’s examples:

(37) a. | eat TOMEIDOUZ (American pronunciation of ‘tomatoes’).
b. If you eat TOMEIDOUZ, you must be from America.

(38) a. | called the POlice.
b. If you called the POlice, the poLICE will not come. (jokingly).

(Capital letters indicate the syllable on which word stress falls.)

The metarepresentational antecedents given in (37b) and (38b) daphmt e
resemblance with the originals in semantic content but ratheomupciation and
word stress.

lllocutionary adverbials and parenthetical expressions and constrgicti
can be analysed as metarepresentational devices in the teahdbey add a
further layer of metarepresentation to the communicated contameér(lorder

representation):

(39) a. Allegedly, the fire is out of control.
b. Confidentially, the fire is out of control.

c. Unfortunately, the fire is out of control.
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(40) a. There is heavy rain tomorrow, the weather forecast says.
b. There is heavy rain tomorrow, | warn you.

c. There is heavy rain tomorrow, | am afraid.

The illocutionary adverb and parenthetical comment in (39a) and @0a) i
used metarepresentationally to attribute a thought to someone otheththa
speaker. In (39b-c) and (40b-c), the illocutionary adverb and pareatheti
comment are used to carry speech act or propositional-attitt@enation about
the speaker’s own utterance (Wilson 2000; Blakemore 1992; Recanati 1987;
Urmson 1963).

lllocutionary adverbs and parenthetical constructions will be aghlgs
encoding procedural meaning in some uses, as we will see |dtes ichapter.
This does not mean that the procedural analysis of such construciaredets
with the metarepresentational one. It will become cleartheae is a strong link
between procedural and metarepresentational uses of linguistessions, in the

sense that both contribute to the inferential part of the utterance irdtigpret

2.4.2. Purely conceptual expressions

2.4.2.1. Nouns, verbs, adjectives and adverbs

As far as the conceptual/procedural distinction in RT is coeckrl will argue

that most nouns, verbs, adjectives and adverbs in English (and almalt in
languages) encode conceptual information. By applying Wilson and Sperber’s
(1993) three tests, it appears that language users are abtogmise that nouns

such asschool shirt, andhat encode conceptual representations. If we take the
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first test ‘accessibility to consciousness’, we, as speak®ishearers, notice that
it is very easy to bring their conceptual content to consciousnessienvedrds,
it is very easy for us (as language users) to know that the lirgaigtressions
schoo] shirt and hat encode the concepts: SCHOOL, SHIRT and HAT
respectively. It could be claimed that this analysis of nourthessame in all
languages. The meaning of nouns can be brought to consciousness due to fact that
what is encoded by a noun is a concept not a procedure.

This analysis is also true with verbs, adjectives and adverbsn&aring
of these expressions can be brought to consciousness in the same way the
meanings of nouns can. It is quite easy for native speakers of Etgghsimg to
consciousness the meanings of linguisitic expressions suehitas huge and
tomorrow

As for the second test ‘compositionality’, it is noticed that noundsyer
adjectives and adverbs which encode concepts can combine together t® encod
larger complex concepts. For instance, the expredsaohwhich encodes the
concept BED can combine with the expressioom which encodes the concept
ROOM to form the expressiobedroomwhich encodes the larger complex
concept BEDROOM.

Concerning the third test ‘truth-evaluability’, most nouns, verbs, adjsctive
and adverbs contribute to the truth or falsity of utterances iohathey occur. In
other words they contribute constituents of the representation of the statersf affai

for utterances:

(41) Thesick boy will go to schooltomorrow.
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The above utterance corresponds to a state of affairs in the &onldl it can be
judged as true or false. The mental representations contributed bigtiighted
expressions affect the truth or falsity of the utterance. tues if the highlighted

expression correspond to the state of affairs and false otherwise.

2.4.3. Conceptuo-procedural expressions

2.4.3.1. Pronouns as procedures

Wilson and Sperber (1993) and Hedley (2005) argue that the linguistic meaning
encoded by pronouns is procedural. They consider pronouns as communicative
linguistic devices used by the speaker to point the hearer towardistehded
referent. Hedley (2005:41) points out that, in RT, mind is seen as involving
representations which are manipulated by mental computational appé@atus
approach broadly parallel to that of Fodor (e.g. 1980, 1983) and others). The
general view is that linguistic expressions are linked to thingseimeal world via
concepts (mental representations) manipulated by the computationaltappara
This in fact involves two different processes. The first one isthas decoding
linguistic expressions into conceptual representations. Tlendemne concerns
the use of pragmatic faculties of inference in order to reach the intendathgiea

As far as this distinction is concerned, Hedley argues that pronouns
operate within the second process. For him, pronouns do not encode conceptual
representations—what they provide is the computational apparatus that

manipulates concepts. Consider the following example:
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(42) Heis not John’s friend.

According to Hedley, the pronoume in the above utterance does not encode
conceptual information. It rather gives instructions to the hearefint the
intended referent. In sum, pronouns in Hedley’s account encode procedures not
concepts.

The question that arises now: do pronouns indeed encode procedures? And
if they do, are these procedures similar to those encoded by some DMs buth as
therefore after all andso. An answer to this question could be that pronouns
encode a different type of procedure. Unlike DMs, which control theeintieit
phase of utterance interpretation by constraining the contexteat afider which
an utterance is relevant, pronouns offer instructions to the heaigerttify the
referent of the pronoun. DMs suchlag, therefore soandafter all do not encode
concepts. None of Wilson and Sperber’s three tests for distinguishingptoakc
from procedural information apply to them: They can neither be brought to
consciousness, hor combine with other linguistic expressions, nor contribute to the
truth conditions of utterances in which they occur. | will call tie of linguistic
expressions ‘purely procedural linguistic expressions’.

The case of pronouns is different. Pronouns are not empty lexicalagems
the DMs mentioned above. Pronouns do carry some sort of conceptuahgnea
which can be considered as pro-concept or concept schema, followingnCarst
2002. For instance, a pronoun suchhasan be brought into consciousness. It

encodes the pro-concept sihgularity andmasculinity By contrast, the pronoun
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she encodessingularity and femininity Other pronouns such dkey and we
encodeplurality.

Of course, the conceptual nature of pronouns is different from that of
nouns, verbs, adjectives and adverbs. The conceptual dimension is netr &s cle
pronouns as it is in the other linguistic expressions referred gofoA truth-
evaluability, it can be noticed that what is linguistically encotlg pronouns
plays a role in determining the truth conditions of the utterancewhich
pronouns occur. That is, the pro-conceptual schematic sub-propositional aspec
encoded by the pronoume in (42) affects the truth or falsity of the utterance.
Furthermore, as regards ‘compositionality’, it is clear that pronoomdine with
other linguistic expressions to form larger concepts.

What | seek to argue here is that pronouns are neither purely assicept
nor purely procedural. They encode both procedural and conceptual meaning as

shown in the figure below:

pronoun

|

pro-concept

pro concept
procedural meaning conceptual meaning

Figure 5: Pronouns as conceptuo-procedural linguigt expressions
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Such expressions are pro-concepts. They encode a sub-propositional form
which affects the truth-conditional content of utterances in wihiel bccur and
at the same time they provide hearers with instructions on hogath ithe fully
propositional form, i.e. the intended referent of the pronoun. Fornoestea
pronoun such a$e used in an utterance, instructs the hearer to search for a

referent which is ‘male’ and ‘singular’.

2.4.3.2. The definite article and procedural encodi ng

| am introducing the definite article here because it is/agleto the discussion of
procedural expressions. To my knowledge, articles have not been anbayysed
Wilson and Sperber, Blakemore, Blass or any other researchessiateia the
relevance-theoretic account of procedural meaning. My argumenteiH308)
is that the definite articl¢he encodes procedural meaning in a similar way to
pronouns, in the sense that it directs the hearer to the reference of a noun phrase.
Lyons (1999:1) points out that in many languages, a noun phrase may
contain an element which indicates the definiteness or indefinterighe noun
phrase. This element could be a linguistic item such as the definihdefinite
article the anda as in English. It could also be a sortaffix as is the case in
Arabic where theprefix al- is used to indicate definiteness and sufix —n is
used to indicate indefiniteness.
As far as the definite and indefinite articles in English aecerned,
Lyons (1999:2) argues that definiteness and indefiniteness are erpbgstwe

use of such articles in the noun phrase. In other words, definiteness and
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indefiniteness are linguistically encoded by the use of theestrelferred to. He
maintains that articles encode definiteness or indefiniteness pludiotigs:.

The notion of definiteness has been explained by some traditional
grammarians in terms of ‘specificity’ and ‘particularity’. Het speaker or writer
uses a noun phrase with a definite article, this means thatighelme referring to
a specific or particular thing. For instantiee in (43) indicates that the speaker

refers to a specific or particular letter, not just any:

(43) | wrotethe letter this afternoon.

Lyons argues that the ‘specifity’ or ‘particularity’ account ofiieeness
Is vague and inaccurate. The speaker or writer of (43) could possia letter
as a noun phrase to indicate that she is referring to a specifarticular letter

not just to any although the article used in the noun phrase is indefinite:

(44) | wrotea letter this afternoon.

Lyons suggests that definiteness might be explained in terms of
‘familiarity’. The speaker in both (43) and (44) refers tpaaticular or specific
letter. However the reference of the letter in (43) is asgulm be clear to both the
speaker and hearer of the utterance.

There are some cases in which the ‘familiarity’ account éhite article
does not work either. Consider the following scenario given by Lyons (1999:6):
Ann, who is putting up a picture on the wall, utters (45) to Joe whgusas

entered the room:
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(45) Pass miae hammer, will you?

Joe looks around and sees a hammer on the chair. The familiarityhaccou
cannot work here because Joe, at the time of Ann’s utterance, doesHatow t
there is a hammer in the room. He has to look around and find antferthe
word ‘hammer’. The definite article used by Ann guides Joe to igettie
hammer. This account is called the ‘identifiability’ account wehtre use of the
definite article directs the hearer to the referent ofnihien phrase by indicating
that the hearer/addressee is in a position to identify it. Insdnse, the definite
article is similar to personal pronouns which are linguistic deviged by the
speaker to point the hearer towards the intended referent.

Furthermore, there are cases where both the ‘familiarity’ and
‘identifiability’ accounts of the definite article fail to wa Consider Lyons,

example (15) used here as (46) for convenience:

(46) | have just been to a weddiiige bride wore blue.

The noun phrasthe bridein the above utterance is definite. The hearer
knows that in a wedding there should be a bride. But does the heardy ident
referent in the real sense? Even thotighbrideis a definite reference, the hearer
does not know who the bride is or anything about her. If he sees therbtiue
street next morning, he will not be able to recognise her as a person.

In short, different accounts have been used to explain definiteness. The

question that | want to raise now: is definiteness an outcomenmeptual or
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procedural encoding? In other words, does the definite atieeencode a
concept or procedure?

It is not clear from Wilson and Sperber’s three tests wheifieearticlethe
encodes a concept or procedure. It is noticeable theats not accessible to
consciousness. Native speakers of English find it very hard tdvéetheaning or
give synonyms othe What they can tell is just how the article is used. Given
Sperber and Wilson’s tests, this is evidence that it is prodedisaregards,
‘semantic compositionality’, the definite artidliee combines only with one type
of linguistic expression, namely ‘nouns’. However this combination doe®muot f
larger complex concept. As for the third test ‘truth-evaluabilitgssume that the
definite article contributes to the truth-conditional contenutbérance in which
they occur. There is difference in truth conditions between (47)48)cé can be

noticed in (49):

(47) | wrotethe letter.

(48) | wrotea letter.

(49) Itis true that | did not writidne letter this afternoon, but | did writa letter.

| will argue that the definite article is a conceptuo-procddinguistic expression.
It is neither purely procedural nor purely conceptual. It encodes@edgural
meaning which leads to a concept.

The procedural nature of definite article is referred to intdyrdry Lyons

(1999:6) in his footnote 3:

Note that the article itself does not identify the referém;is a

“grammatical word” with no descriptive lexical content, and
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therefore contains nothing which can itself identify a refereime. T
most it can do is invite the hearer to exploit clues in the linguisti

or extralinguisitc context to establish the identity of the referent.

This is actually what the account of procedural meaning is about (0
least how | understand it); linguistic expressions do not contribuigtiteents to
the conceptual representations of the utterance but provide cotssiwai how
those conceptual representations should be processed during the mifstage
of the utterance interpretation. To see how the procedural accotire définite

article works, consider (45) repeated here as (50) for convenience:

(50) Pass mihe hammer, will you?

The noun phraséhe hammerin the above utterance is used to make a
definite reference, on the identifiability account given by Lyons. Howeter,
identifiability of the referenhammeris not conceptually encoded by the article.
The article offers a guarantee by the speaker that thareigdentifiable hammer
though it does not identify it. We have seen thats a linguistic expression with
no descriptive lexical content. It encodes a procedure which teatie concept
of ‘definiteness’. | assume that the identifiability of theereht hammeris
procedurally encoded ihe in the sense that the article directs the hearer to find
the referent by indicating that he is in a position to identify it (Hussein 2008: 75).

My analysis of the definite article as encoding procedural meaning is
compatible with Hawkins’ (1991) analysis. The latter argues ttatdefinite

article introduces the referent to the hearer, instructs theerh&a locate the
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referent in some contextually salient set of objects and refere totality of the
objects or mass within this set which satisfy the descripti@nclaims thathe
entails uniqueness and carries a conventional implicature thatitheome P-set
accessible to the speaker and hearer with which uniqueness holds.

The reason why | am including the definite article among conceptuo-
procedural expressions rather than purely procedural expressions ithehat
procedural meaning encoded by the definite article is different ftben
procedural meaning encoded by purely procedural expressions suht as
thereforeandsa The difference is that the procedural meaning encoded by DMs
contributes to the inferential part of the utterance interpoetdiy constraining
the contextual information under which the utterance is relevant.aaesimilar
to pronouns, the definite article contribute to the process of uteeranc
interpretation by directing the hearer towards the referent of ploase and thus

the explicature.

2.4.3.3. Parentheticals: concepts or procedures?

The relevance-theoretic notion of procedural meaning was limitdohgaistic
expressions that contribute to the interpretation by constraining thexiu@tte
information under which the utterances containing them are relé®mkiemore:
1987). Blakemore’s early work on procedural expressions assumesllalipara
between the terms ‘procedural’ and ‘constraint’. She arguesathatinguistic
expression encoding procedural meaning puts constraints on the intepreta

the utterance in which it occurs. In other words, the procedure entyded
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linguistic expression guides the hearer during the process oluttheance
interpretation. On this account, conceptual meaning never provides irgfehatc
constrains the utterance interpretation.

However, Blakemore (2007a) reviews her earlier view of the assume
parallelism between ‘procedural’ and ‘constraint’. Her revisiomdivated by
the fact that some parenthetical constructions and sentence atbsaitich have
been analysed in conceptual terms by relevance theorists, do corkt&rain
interpretation of their host utterances. Such constructions encodeptasic
information which provides indication on how the host utterance is intetpre
This was referred to by Ifantidou (1993, 2001), even though she did not use the
term ‘constraint’ herself. Ifantidou suggests that an utteraocentaining a
parenthetical sentential adverbial should be treated as a iwwileat sub-
utterances that communicate a variety of explicatures. Fonaesthe utterance
in (51) can be treated as two sub-utterances—the host utterance which
communicates the explicatures in (52a) and the parentheticanagermvhich

communicates the explicature in (52b):

(51) Unfortunately, Jo has no intention of leaving.
(52a) The speaker believes that Jo has no intention of leaving.
The speaker is saying that Jo has no intention of leaving.
Jo has no intention of leaving.
(52b) The speaker believes that it is unfortunate that Jo has no intention of

leaving.
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As can be seen, Ifantidou’s analysis entails that the parerthsgntential
adverbial is a constituent of the propositional representation whirsetite
inferential computations needed to satisfy the hearer’s expectation of relevanc

Blakemore (2007a:2) suggests that the issue of assumed parallelism
between ‘procedural’ and ‘constraint’ could perhaps be solved tewgically,
l.e. by adopting two different terminologies such as ‘procedural constramd
‘conceptual constraints’. On this suggestion, constraints can be wdoated by
either procedural or conceptual information. For instance, concejutustraints
can be communicated by expressions (or constructions) which aresamtstiof
propositional representations, as is the case with the parenthstictantial
adverbial discussed in (51). By the same analogy, we can also havealtpeice
constraints’ imposed by expressions which encode procedures as iseheitta
most of the DMs.

However, Blakemore (2007a:22) seems to disfavour the terminological
solution. She points out that the terminological solution will not hedp
understand how parentheticals contribute to the interpretation af hiost
utterances. According to her, it will be misleading to describe esipressuch as
‘frankly’ and ‘apparently’ as constraining the interpretation oftibset utterance.
Blakemore (2007a) does not make her final statement about the aceeptdhe
terminological solution. But she points out that, if we wish to admaiteixistence
of constraints on the interpretation which are communicated by expreghat

encode conceptual content, we have to recognise that what is conmeaingca
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communicated at the level of conceptual (propositional) repregentather than
at the level of what is linguistically encoded.

Blakemore’s notion of procedural meaning has been developed and
broadened through different stages. Her initial argument (1987) was tha
procedural meaning puts constraints on the implicit side of therantte
interpretation, as is the case with the procedural meanings ehbpd2Ms such
asso after all andtherefore Further work (2002) allows for expressions whose
linguistic encoding puts constraints on the explicit side of the amter
interpretation, as we have seen in Wilson and Sperber (1993) ang’sl¢2G05)
analysis of personal pronouns. Her current work claims that pareataqilace
constraints on both the explicit and implicit side of the interpgtaidf their host
utterances. Consider her example (56) in which the parenthetiazecia
interpreted as constraining the interpretation of the host by iithplic
communicating information about the degree of commitment that threrhisa

expected to have towards the host proposition:

(53) What is obvious — and we have the reports — is that they were killed (from
a discussion of the causes of the destruction of the population of Easter
Island, BBC Radio 4, 26 August 2005).

2.4.3.4. Parentheticals and reformulation

One of the most important and defining feature of parenthetisathat they
interrupt the syntactic structure of the host sentence. In tipgeagBlakemore

(2007b) argues that the reformulations introduced by an appositional rsadker
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as or may be parenthetical, i.e. tlwe-reformulation in (54) is not part of the

syntactic structure of the host sentence:

(54) Debkagr folk dance, is very famous in the Middle East.

Blakemore (2005, 2007b) investigates parentheticalreformulations,
parentheticalor-reformulations and parentheticsihat isreformulations. The
concentration, in this section, will be on her analysis of tHermailations
introduced byor andthat is

Blakemore (2007b:311) argues that reformulations introducedr are
not interpreted in the same way as reformulations introducethdiyis This
suggests that pragmatic reformulation is not a unitary phenomenodingudn
Burton-Robert’s (1993) account of, she suggests that the meaningoin its
appositional use is that of the standard disjunctive connective, but wetad m
linguistically. She maintains that the reformulations introducedhay is by
contrast, are analysed on the level of conceptual representatiomeiat
linguistically. Blakemore (2007b) agrees with Potts (2005) that, urtike
reformulations, that isreformulations communicate information about the
propositional content of the host. In other words, such reformulationgigypl
communicate a proposition which plays a role in the identification ofrthb-
conditional content of the host utterance.

The main difference betwear-reformulation andhat isreformulations
is that the former is metalinguistic, while the latter igarmepresentationaDr-

reformulations, in Blakemore’s account, are analysed as the informati
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communicated about tHenguistic representation used in the communication of
the concept. To put that differently, anreformulation communicates that there

is an alternative linguistic expression (or construction) whichbzaused for the
communication of the concept communicated by an expression in the host
utterance. This is the case in (54) where the construtdigkndanceis another

way of communicating the concept communicated bgbka That is
reformulations, by contrast, are metarepresentational. They areseshayg the
information communicated about the propositional or conceptual représenta

communicated by the host utterance. Consider the following example:

(55) We are looking for a hall for our Christmas party, that is, a hall which
is large enough for 100 persons. We might find such a hall in the Union

Society.

The parenthetical reformulation introduced thyat is in (55) could not be
analysed in terms of linguistic representation, but ratherrmstef interpretive
resemblance between conceptual or propositional representatioasthitcal
that isreformulation does not offer a linguistic expression that commigsca
concept communicated by another linguistic expression in the host o#eran
rather communicates a thought or proposition communicated by the tepahoe.
The parenthetical claugiat is, a hall which is large enough for 100 persons
plays a role in identifying the concept in the host utterance, i.ecdheept
communicated by the reformation resembles that communicated by gi@abri

host.
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It can be noticed that botir-reformulations andhat isreformulations put
constraints on the interpretation of the host utterance no matteéhexvhbese
reformulations are analysed as meta-linguistic or meta-repatieerat. Other
parenthetical expressions such as ‘sentence adverbials’ caplajsa role in the
interpretation of the utterance in which they occur as we haue iseexample
(51).

In relation to parenthetical constructions particularly parerdhletr-
reformulations and parenthetidhlat isreformulations, | would like to make the
following three claims. Firstly, parentheticar-reformulations andthat is
reformulation are conceptuo-procedural. The elements in these uéditions can
be analysed in conceptual terms. For instance, the linguistic wcistrfolk
danceis a conceptual combination which has two further concepts FOLK and
DANCE. However, at the same time, this conceptual combinationsésd
procedurally in constraining the interpretation of the utterameehich it occurs.
The combinatiorfolk dancecontributes to the interpretation of the host utterance.
It is used by the speaker to point out to the heareibbkais a special type of
dance performed by a group of people. This combination is used by the speaker
because she may assume that the hearer will find it dificlkhow which type
of dance is meant by her.

Secondly, | assume that there is a unitary account of reformylatitime
sense that botbr-reformulations andhat isreformulations, no matter whether
they are analysed as meta-linguistic or meta-representationatppstraints on

the interpretation of the host utterances. For instahagejsreformulation in (55)
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is used parenthetically. It is analysed by Blakemore in concepmabt but |
assume that the parenthetical plays a procedural role inrike &t it constrains
the interpretation of the host utterance. The speaker uses thethadical to
indicate to the hearer that she is looking for a special typallfnot just any hall,
but a hall which is large enough to have 100 persons. Without this informati
given in this parenthetical, the hearer will not know what iendéd by the
speaker. It is true that the parenthetical in (55) has itstawth conditions, but it
does not contribute to the truth conditions of the host utteraneghér provides
the hearer with a clarification of the speaker’s intention.

Thirdly, | assume that a sort of parallelism does exist betile=rierm
‘procedural’ and the term ‘constraint’. In Blakemore’s account afcedural
meaning, all procedures encoded by linguistic expressions and/or coossuct
put constraints on the interpretation of the utterances in which tmy.cAll
procedures provide the hearer with inference on how to interpretténandge. By
that, as single terminology (conceptuo-procedural) can be used tébdesach

expressions whose linguistic meaning is used both conceptually and procedurally.

2.4.3.5. The case of ‘because’

Schiffrin (1987) considerbecauseas a discourse marker which operates on the

ideational structure of discourse:

Another structure of discourse is ideational. In contrast to exchange
and action structure, the units within this structure are setnanti
they are propositions, or what I'll just call ideas.

(Schiffrin 1987: 25)
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In this sensebecauserelates two ideas and/or propositions in discourse.
She points out thdiecauseas used by the speaker to indicate causal relations in

discourse as shown in the example below:

(56) [Peter failed the exatmgdcauseghe did not prepare well].

As can be noticed in (56), the clause introduceddyausehe did not prepare
well" is a real-world ‘cause’ for the ‘result’ in the maitagse ‘Peter failed the
exam’. If we take this example from a relevance-theoretic of view, weaathat
becauseencodes a conceptual relationship between two propositions and that
there is nothing procedural in this use.

However, Sweetser (1990:77) points out thatausecan have three
readings: ‘content’ reading, ‘epistemic entity’ reading and ‘speethreading.

The first reading is equivalent to Schiffrin notion of ideatidredause

(57) Peter got sidkecausehe ate the poisoned food.
(58) Peter may come bao&causehe forgot his wallet.
(59) What is time novipecausel have got an appointment with my dentist?

(60) Leave the roomecausd want to clean it.

In the first sentence, (5Mecauséhas a content use. It indicates that there is real-
world ‘causality’ between two clauses, namely ‘Peter’s eatisgobisoned food’

is a real-world ‘cause’ for ‘his getting sick’. By contrastcausean sentence (58)
does not indicate ‘causality’ but rather shows that the sp&aksking the hearer

to consider Peter's coming back as a ‘conclusion’ and ‘leaving higtval a

‘premise’. Sweetser calls this readingb&fcauseas ‘epistemic’. In sentence (59),
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there is no sense of ‘causalitBecausas interpreted by Sweetser as indicating a
speech act within the main clause in the sense that (59) camaphnaesed as ‘I
ask you: what is time now because | have an appointment with my tentis
Similar analysis can be constructed for (60).

As far as the conceptual/procedural distinction is concerned, | wtaitd
that becausds conceptuo-procedural linguistic expression. It encodes conceptual
meaning in some cases but it can be used procedurally in otheesrétonsider
its use in (57), we can notice thbecausein this sentence operates on the
conceptual level. It encodes that there is a concept of ‘chudaditween two
events. In this sense, it contributes a constituent to the concegpuasentation
of the utterance containing it. Furthermore, this uskechusecontributes to the
truth-conditional content of the utterance, i.e. (57) is truand only if P
(proposition communicated by the main clause) is true, Q (proposition

communicated bpecauseclause) is true and ‘Q causes P’ is true as shown below:

(P because Q) is true iff:
P=T
Q=T

Q causes P

On the other hand, the uselcausan (58) does not operate on the conceptual
representational level. We can see thetausaloes not communicate a sense of
causality between two events as is the case with (57). id dsulrgued that this
use ofbecausecan best be analysed in relevance-theoretic notion of procedural

meaning according to which a certain linguistic expression encodasatfon
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which operates on the inferential level of the utterancepretation.Becausen

(58) encodes procedural information that constrains the inferential phake
utterance interpretation by guiding the hearer to interpret theecianeduced by
becauseas a ‘premise’ and the main clause as a ‘conclusion’. Moreoveat, i&/
encoded byecausen (58) does not contribute to the truth-conditional content of
the utterance. (58) is true if and only if P is true and Quis ho matter whether
there is a causal relation between P and Q or not:

The third use obecausen (59) is similar to that in (58) in the sense that
becausen both uses does not communicate any causal relation betweerothe tw
propositions it links. The use becausen (59) constrains the interpretation of the
utterance, in whiclvecauseoccurs, by pointing to the hearer that the information
in the second clause (introducedd®causgis relevant to him.

As can be noticethecausecan be used in three different types of sentence:
‘declarative’ (57) and (58), ‘interrogative’ (59) and ‘imperati€0). It can
encode conceptual information in some uses as in (57) and used prdgedural
others as (58) and (59) and (60).

It can be noticed that, no matter whether it occurs in declarati
interrogative or imperative sentendeecauseis used metarepresentationally. In
(58), (59) and (60pecausedoes not contribute a constituent to the semantic
representations of the utterances or encode conceptual—‘causabnsgi
between the content of the two clauses. It rather contributestheéo

metarepresentational level of the utterance interpretatiaelbting between the
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proposition it introduces and the reasons behind saying, asking or requesting wha
is said, asked or requested in main clause.

It could be argued that, in the metarepresentational beeausecan be
analysed procedurally as constraining the relevance of the clamgmduces.

Consider its uses in the following examples:

(61) He broke his arivecausehe fell off his bike.

‘result’ «— ‘cause’ = [representational]

(62) a. He is going obecausehe put his hat an

‘conclusion’ «— ‘premise’ = [metarepresentational]

Unlike becausdan (61), becausean (62) does not operate on the representational
level—it does not relate the two representations in eackrsmntin other words,

it does not relate between ‘going out’ and ‘putting the hat on’. Themois
indication made byecausethat one representation is a ‘cause’ or ‘result’ to the
other. The relation encoded Iecausen this sentence is metarepresentational.
Becauseelates between the representation it introduces ‘putting thenhaind
that reasons behind saying that ‘he is going out’.

This metarepresentational use lmfcausecan be analysed in procedural
terms. It can be argued tHag¢causan (62) contributes to the inferential phase of
the utterance interpretation by putting constraints on thevambte of the
proposition it introduces. It guides the hearer to interpret the ptaposi
communicated in the first clause ‘he is going out’ as ‘conclusiorid¢dgremise’

communicated in theecauseclause (he put his hat on).
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To sum upbecausas a conceptuo-procedural linguisitic expression. It has

a conceptual content in general but it can be used procedurally, in
metarepresentational cases, by constraining the relevance otlabse it
introduces. It can be used representationally and metarepresaibat in
declarative, interrogative and imperative sentences. Représeatauses of
becauseare similar to Sweetser’'s (1990) content use wheauses used to
indicate conceptual relations between two propositions. By conbrashusen

the metarepresentational uses does not contribute a constituédiat $enhantic
representation of the utterance, but rather works on the higher déwtle
utterance interpretation in the sense that it relates betWwearlause it introduces

and reason behind uttering the first clause.

2.4.3.6. Real and unreal conditionals

Some researchers, such as Grice (1967), analyse the natural languaggaxjre
as semantically identical to the material implication indd@i’ which is a truth-
functional connective. According to the truth table of material impba, (PC Q)

is true on all possible combinations except when P is true and Q is false:

63 P Q B Q
T T T
T F F
F T T
F F T
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On this analysi#, in natural language, encodes a truth functional operator on the
two clauses it links, i.e. the ‘antecedent’ (protasis) and the ‘consequent’ (eg)odos

Consider the following conditional utterance:

(64) If the king dies, his son will take over the throne.

As can be noticedf in the above example relates two states of affairs: ‘theking’
death’ and ‘his son’s taking over the throne’. The conditional in (64yésin all
situations except that in which the king dies and his son does nobvakéhe

throne. Furthermore, two logical inferences can be allowed in such conditionals:

(65) Modus Ponens Modus Tollens
1.BQ 1.PQ
2.P 2.~Q
Therefore: 3.0 3.~P

According to Modus Ponens and Modus Tollens, if it is the case ttnBit is
the case that Q and if it is not the case that Q themdtithe case that P. In other
words, if it is the case that ‘the king dies’ then it is thsecthat ‘his son will take
over the throne’ and if it is not the case that ‘his son will taker the throne’
then it is not the case that ‘the king dies’. In this type ofitamal, P ] Q does
not entail P and Q, i.e. ‘if the king dies, his son will take ovethhmne’ does not
entail that ‘the king dies’ and does not entail that ‘his son wKetover the

throne’.
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Some researchers, such as Akatsuka (1986), Van der Auwera (1986) and
Sweetser (1990), claim thdtsemantically encodes non-truth-functional relations
such as ‘causal’ and ‘consequential’ relations between the antécaled the
consequent. For instandéjn (66) semantically encodes that ‘the king’s death’ is
a ‘cause’ and ‘his son’s taking over the throne’ is a ‘consequee’this

analysis, the conditional could have the ‘if p then q'('®’) interpretation:

(66) If the king dies, then his son will take over the throne.

In his analysis of conditionals, Van der Auwera proposes the prinoiple
Sufficiency Hypothesis (SH) on which ‘if P then Q" means th# B sufficient
condition for Q. In other words, the truth of the antecedent is a surffici
condition for the truth of the consequent. For instance ‘the king’s deaf66) is
a sufficient condition for ‘his son’s taking over the throne’.

However, there is another type of conditionals where Van der Aisvera
principle of SH does not work and the ‘if p then g’ interpretatgonat possible.

Consider the following example:

(67) If you are thirsty, there is a lemon juice in the fridge.

The SH proposed by Van der Auwera could not account for the above conditional.
The truth of the antecedent is not a sufficient condition for thén tofitthe
consequent; the hearer’s thirst is not a sufficient condition fopréagence of the
lemon juice in the fridgelf in the conditional referred to, does not encode

semantic relations—‘causal’ or ‘consequential’. It is not poediblsay that ‘the
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presence of lemon juice in the fridge’ is a consequence of theettedrirst’. To
put that differently, this sort of conditional does not lend itselift® then Q’

interpretation:

(68) *If you are thirsty, then there is a lemon juice in the fridge.

The truth conditions in such sort of conditionals are not identigal the truth
table for material implication. The truth table shows thatig Ralse, (68) will be
true no matter whether Q is true or false. But (68) does not suipgest the
hearer is not thirsty, there will be no lemon juice in the fridgeti@rcontrary, it
suggests that, even if the hearer is not thirsty, the lemon juice is still fimdidpe.

Such type of conditional does not lend itself to Modus Ponens and Modus
Tollens logical inferences. For instance, the case that P (ydhiesty) does not
lead to the case that Q (there is a lemon juice in the jridgel, the case that not
Q (there is no lemon juice in the fridge) does not lead to thetbas not P (you
are not thirsty). In this type of conditionasl] Q entails Q but not P—'if you are
thirsty, there is a lemon juice in the fridge’ entails thiaere is a lemon juice in
the fridge’, but it does not entail that ‘you are thirsty’.

In her analysis of conditionals, Sweetser retains Van der Ausv&id.
She argues that ‘conditionality’ functions in three domains: corgprgtemic and
speech act domains. Content conditionals relate events or stat#airsf. They
indicate that the truth of the antecedent is a sufficient condmiothe truth of the
consequent; the ‘king’s death’ is a sufficient condition for ‘his steking over

the throne’. In the epistemic domain, by contrast, conditionals rbktigeen
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epistemic states where the conditional could be paraphrasedl lagndw the

[antecedent], toncludethe [consequent]:

(69) If Peter submitted his dissertation last Monday, then he was trying to

finish by the deadline.

On this analysis, if the hear&nowsthat Peter submitted his dissertation last
Monday, then he wilconcludethat Peter was trying to finish by the deadline. The
knowledge of the antecedent, in epistemic conditionals, is suffiéenthe
knowledge of the consequent.

As for speech act conditionals, Sweetser maintains thatrutte af the
antecedent is a sufficient condition for a speech act involving dheequent.
According to Sweetser, this type of conditionals performs a spetessagned to
the consequent on condition that the antecedent is true. Foncestés7)
indicates that ‘if you are thirstyihform you (speech act) that there is lemon juice
in the fridge’. In other words, ‘your being thirsty is a sufficient ctadifor my
informingyou of the presence of lemon juice in the fridge.

My claim is that conditionals which fit the truth table of tevél
implication are ‘real’ conditionals. Such conditionals operate the
representational level. They relate two representations (e.ifths death’ and
‘his son’s taking over the throne). Conditionals which do not fit the talle of
material implication are ‘unreal’ conditionals. Such conditionals aipeon the
metarepresentational level wheafedoes not relate two representations as is the

case in real conditionals. For instanden (67) does not relate between the two
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clauses but rather between tlileclause’ and the reasons behind saying what is
said in the second clause. This claim seems to be compatiblédaiibs’ (1989)
claim that the conditional operator can be either used ‘desetipt or
‘metalinguistically’. In the descriptive usef is equivalent to the material
implication ‘T in logic, while in the metalinguistic use it is not. For instaifce,

(64) is used descriptively, while in (67) it is used metalinguistically.

Based on that, my argument will be that thfatcan function as a
conceptuo-procedural linguistic expression. It is used conceptuallyeah r
representational conditionals and procedurally in unreal metare@tEsesnt
conditionals. In the conceptual usfegontributes to the semantic representation of
the proposition communicated in the conditional as is the case(@4ih By
contrast, in the procedural usd, does not contribute to the semantic
representation of the conditionals but play a role in the inferepaidl of the
conditional interpretation by constraining the relevance of the secondecla

Reconsider (64) and (67) repeated here as (70) and (71):

(70) If the king dies, his son will take over the throne.

(71) If you are thirsty, there is a lemon juice in the fridge.

As can be noticedf in (70) operates on the representational level, it contributes to
the conceptual representations of the conditional by encoding the concept of
‘causality’ or ‘consequence’: ‘the king’s death’ causes ‘lois’s taking over the
throne’ or ‘his son’s taking over the throne’ is a consequence of itigéskdeath’.

It is generally accepted that causal and consequential relatiensoaceptual
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relations. As for (71), it seems thiitdoes not encode conceptual information
which contributes to the representations of the conditional as caseewith (70)
whereif encodes ‘causality’ or ‘consequence’. The linguistic expreskion(71)
rather encodes procedural information which operates on the inéédentl of
the conditional interpretation. What is encoded ibyin (71) constrains the
interpretation by guiding the hearer to see how the proposition, givehei
second clause, achieves relevance in accordance with theipoopgwen in the
first clause.lf explains to the hearer the relevance of the speaker’s saying that
‘there is a lemon juice in the fridge’. In other words, the speakéelling the
hearer that ‘there is a lemon juice in the fridge’ in casehéfis thirsty and this
implicates that the hearer can drink the lemon juice.

Unlike the interpretation of (70) which involves two propositions; one of
them causes (or is a consequence of) the other, the interpretafii) involves
three propositions: a) ‘you are thirsty’, b) ‘there is lemon jurcéhe fridge’, c)
‘the presence of lemon juice in the fridge is relevant to tmsopereferred to in
the conditional’. That is why, ‘if P then Q’ interpretation is not guesin this

conditional.

2.5. Conclusion

This chapter was a scrutiny of two types of linguistic meaning: th#n-t
conditional/non-truth-conditional and conceptual/procedural meaning. Asxdor
first type, some non-truth-conditional elements have been distuSsacerning

the second type, the argument was, as far as the conceptual/prodestinetion
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is concerned, linguistic expressions can fall into three categajepurely
conceptual linguistic expressions such as ‘nouns’, ‘verbs’, ‘adjettiaed
‘adverbs’; b) conceptuo-procedural linguistic expressions suchrasopns’, the
‘definite article the, ‘unreal conditional’, because and the expressioif, c)
purely procedural linguistic expressions which include most discourg&ersna

such adut so, after all andtherefore
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CHAPTER 3

3. Discourse Markers in English: Two Approaches

3.1. Introduction

Discourse markers have been much studied in the last twenty gdéasent
proposals and approaches have been developed on this subject. Fraser (1999)
refers to their problematic and controversial nature. He pointthatDMs have

been studied by different researchers under different label®rFrasntains that
researchers have agreed that DMs are lexical expressioneelduat discourse
segments, but they have disagreed on how they are defined and whamfincti
they carry.

Schourup (1999) expresses similar views. He argues that there is
disagreement on fundamental issues in the study of DMs. Ressaacbamable
to agree on the grammatical category of DMs or how to delimiit ¢heess or even
what types of meaning these markers express.

In this chapter, my purpose is to give a detailed analysis of the mai
approaches and proposals adopted in studying DMs in the last 20 years and
highlight the similarities and differences between theses prapdsahbssify the
researchers of DMs into two groups. The first group includes részarevho
adopt a coherence-based account. The main figures of this group aferSchif

(1987), Fraser (1988, 1990), Schourup (1999), Redeker (1990, 1991), Zwicky
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(1985) and Giora (1997, 1998). The second includes the researchers who base
their study and analysis of DMs on Sperber and Wilson’s (1995) RT.gftugp
includes Blakemore (1987, 1992, 2002), Blass (1990) Iten (1998), Wilson and
Sperber (1993) and Rouchota (1998).

This chapter highlights the dispute between the two groups regarding
different issues in the study and analysis of DMs. The major issugy opinion,
is how the use of DMs contributes to discourse interpretatiosed®ehers in the
coherence group argue that DMs play a major role in the intatiore of the text
by signalling ‘coherence’ relations between discourse units. In otbetsywthe
interpretation of a text, according to the coherence group, dependkeon
identification of coherence relations between the units of that(&chourup,
1999: 240). The notion of ‘text’, as a level of linguistic represamta is
important here.

As for researchers in the relevance group, they consider DMs as
indicators or procedures that constrain the inferential phasaittefance
interpretation by guiding the process of utterance interpretation &rthgfclues
that enable the hearer/reader to recognize the intended cogfiigoeveth the
least processing effort (Blakemore, 2000: 464). In short, the coherence group
looks at DMs as linguistic devices that maintain coherence inetttethrough
linking its units, whereas the relevance group considers such markers as pragmatic
devices that constrain the relevance of discourse units. In tee the notion of

‘text’ is less important and in fact plays no role in the tiadno the sense that
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relevance relations hold, not between linguistic representations bwedret
relevance conceptual representations (thoughts).

It will become clear, towards the end of this chapter, thi@vour the
relevance-theoretic approach over the coherence-based one.le witincluded
that ‘coherence’ is replaced by ‘relevance’—which is a cognitigéa linguistic,
concept. The essential difference between ‘coherence’ anddrele’ is that the
latter considers discourse well-formedness as a cognitivéirfgatstic) entity. In
other words, ‘relevance’ will be offered as an alternative to ‘coherence’.

In addition to the above primary difference between the two groups, this
chapter investigates some other sub-differences concerning thantaem
pragmatic and structural status and functions of DMs. The investigatso
tackles the disagreement between researchers in the same groupsténce,
some researchers in the coherence group argue for a unified graahcetegory
for DMs (Zwicky 1985), some others do not (Schiffrin 1987). Some researche
claim that DMs have semantic (core) meaning (Murray, 1979) andn@oli
1989), while others deny this (Schiffrin 1987). And, among researchers of the
relevance group, there is disagreement (a) whether thenimgeia conceptual or
procedural and (b) whether they contribute to the implicit or expiierpretation
of utterances. Blakemore (1987) argued that DMs are lexical expresshose
meaning does not contribute to the truth conditional content of utterances in which
they occur. The main function of these markers is to constraimipiecit side of

utterance interpretation.
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This chapter is structured as follows: section 3.2 discusses theecobe
based account of DMs (Schiffrin 1987; Gioral997, 1998 and Fraser 1988, 1990).
This account argues that DMs play a crucial role in the ird&pon of discourse
by signalling coherence relations between discourse units. Section &s8gates
the relevance-based account of DMs (Blakemore1987, 1992, 2002; Blass1990;
Iten 1998 and Wilson & Sperber1993). Section 3.4 gives an evaluation efdhe t
accounts and favours the relevance account which considers cohereace as

cognitive rather than linguistic entity. Section 3.5 is a conclusion

3.2. Coherence-based account of discourse markers

3.2.1. What is coherence?

Halliday and Hasan (1976) point out that coherence is what makesagpas
sentences semantically well-formed (makes it constitutéex’). When two
sentences cohere, a semantic relationship holds between them—artig t
created. Werth (1984:60) points out that the well-formedness of descasir
achieved through ‘connectivity’ which is realised in four formsphesion’,
‘collocation’, ‘connectors’ and ‘coherence’. Werth argues that these fbrms
are ultimately the same in the sense that the first treesubsumed under the
fourth. | ignore ‘collocation’” and ‘connectors’ here and concentrate on
‘coherence’ and ‘cohesion’. It seems that there is interreldt&ween these two
concepts. Coherence is an umbrella under which cohesion operateso@afesi
one of the linguistic devices that contributes to the coherence eftainctext

through the syntactic process of interconnecting the sentences ofexhis t
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Halliday and Hasan (1976) point out that the concept of ‘cohesiopuats for
the semantic relationships through which a certain passage of speeriing
become a text. According to them, cohesion can have the following fooms: c

reference, ellipsis, and conjunction as illustrated in (a), (b) and (Batasely:

(@) John visited me yesterday. He is my closest friend.
(b) Would you like to have some more tickets to the party? | have ten left.

(c) He is in the garden, but | cannot see him.

Halliday and Hasan (1976:1) provide a comprehensive discussion of the
notion of cohesion. They point out that cohesion is a set of different lilguist
devices through which one can judge whether a certain sequence of sergence
text or not. If sentences maintain semantic relationshipaeleet each other
through the use of some cohesive devices, then these sentences would form a text.

This makes the notion of cohesion very crucial to the term ‘textlihe
texture of a certain passage of sentences is achieved througbsbeqgar of some

cohesive relations between the sentences of this passage. Considera:exam

(1) | have bought sonpens | gavethree of them to my brother.

As can be noticed, the sentences in (1) cohere; there is a coleai@nship
between them represented by the anaphoric reference where ‘pees’, ahd
‘them’ refer to the same object.

Halliday and Hasan (1976:5) argue that cohesion can be achieved partly

through grammar and partly through vocabulary. This can result in having tw
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different types of cohesion: ‘grammatical cohesion’ and ‘lexaxdlesion’. The
famous examples of grammatical cohesion are those achieved throkigty li
(connecting) linguistic expressions or DMs suchaad or, but, yet now, then

howeverandafter all. Consider the example below:

(2) a. He has got a very good mark in the math test.
bAnd he has been the first in his class for the last two years (additive).
c.Yet he failed his syntax test this term (adversative).

dNow, he feels very frustrated and thinks of leaving school (temporal).

The linking words in (2) are cohesive devices that express semalationships
between the sentences as illustrated. As for lexical cohasioan be achieved
through devices such as ‘repetition and ‘reiteration’. Considerfahewing
example in which lexical cohesion is achieved through the repetitidre ofiord

womanand the synonymy of the wondothet

(3) There was a greabman, who used to look after me when | was a kid. She
used to feed me, play with me and tell me nice storiesvdinan was
mymother.

Halliday and Hasan (1976:8) argue that cohesive relations go beyond the
sentence structure. They could be identified within a sentence or dmetwe
sentences in a certain text. Cohesive relations are semalations between an
element of the text and another element that is crucial toniespretation
regardless of grammatical or structural boundaries. Supposevéhatick up a

novel (written text), turn randomly to a page and read the following:
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(4) Theythinksa

As an element of a text, the sentence in (4) could not be inklpadone. As
readers, we have to go back and search for some referénéy émdso. In other
words, we have to identify the elements that semantically matchgohere with)
the present elements. This leads Halliday and Hasan to the ifall@ecount of

cohesion:

The concept of cohesion is a semantic one; it refers to relatfons
meaning that exist within the text and that define it as a text.
Cohesion occurs where the interpretation of some element in the
discourse is dependent on that of another. The one presupposes the
other, in the sense that it cannot be effectively decoded except by
resource to it. When this happens, a relation of cohesion is set up,
and the two elements, the presupposing and the presupposed, are

thereby at least potentially integrated into a text.

(Halliday and Hasan: 1976:4)

It is clear from the above quotation that Halliday and Hassan @B)y6:
consider ‘cohesion’ as linguistic notion. For them, ‘cohesion’ is redpentor
text-forming (texture or well-formedness). They view cohesive desoeh as
‘co-reference’, ‘substitution’, ‘ellipsis’ and ‘conjunction’ as lingtic tools that
semantically link elements which are structurally unrelated.

In this chapter, | argue that the well-formedness of text isclueved by
coherence which is signalled by linguistic means. It is rathdrneaed

pragmatically through the establishment of relevance relations ebptw
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conceptual representations. | also argue that the linking ‘conneetinrgis are
not linguistic tools that contribute to the interpretation of tarbugh expressing
cohesive relations between elements of discourse, but rather picagmaskers
that contribute to the interpretation of text through controllingvegiee relations
between conceptual representations. Before introducing this argumenis le
discuss two coherence-based accounts of DMs, namely Schiffrin3s)(Ehd

Fraser’s (1988) accounts:

3.2.2. Schiffrin’s account of discourse markers.

The industry of research in DMs has flourished at least since 198ée T
accounts were developed at roughly the same time; Schiffrin (19&KerBbre
(1987) and Fraser (1988). This section explores Schiffrin’s accounts of DMs.

Schiffrin (1987), one of the leading figures in the coherence group,
presents a very detailed analysis of some DMs, explaining theianse and
grammatical status and their functions and characteristicdfrBchaintains that
DMs contribute to the coherence of the text by establishing coherence
relationships between units of talk (Schiffrin, 1987: 9). Schiffriawmlysis of
DMs shares some views with Halliday and Hasan's (1976) anabfsithe
cohesive devices in English.

Both Schiffrin (1987) and Halliday and Hasan (1976) agree that DMs
should be considered as linguistic devices that link adjacent unatkabtmake
the whole discourse coherent. Schiffrin proposes that DMs play a eelek in

the sense that they relate informational units in the presenbudssc with
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informational units in the prior discourse; this kind of coherence achieved by DMs
is known adocal coherencen Schiffrin’s framework. It is local in the sense that
DMs link two adjacent units in the text (or indicate coherencatiogiships
between two adjacent utterances in discourse). Local coherdhbe wontrasted
with Giora’s (1979) global coherence later in this chapter. Fotitte being, |
will concentrate on some of the DMs markers studied by Schiffrirshod what
coherence relationships they indicate and how they contribute to é¢ngratation
of the text they are used in.

Schiffrin gives a detailed analysis of eleven DMs in Engléstd but, or,
so, well, then now, becauseoh, y’know andl mean My purpose here, is not to
discuss all these DMs in detail, but rather investigate thdifunsc(or coherence
relations) achieved by such markers. The data that Schiffrin usedlica these
DMs are based on her sociolinguistic corpus which is composed ofeteqeled
interviews with ordinary speakers. The data consist of long trandcsipeech
units taken from these interviews. | will use some of her examples for itlastra

Schiffrin maintains that DMs can function on different levels stdurse
structure (linguistic or non-linguistic). They can operate on the ‘ideali
(informational) structure in the sense that they indicateisambetween ideas in
discourse or in other words, they mark the organisation of ideas wudisc For
instance, a DM such dasut indicates that what follows it contrasts with what
precedes it. They can also operate on the participation framewato(dse

exchange and interaction) in the sense that they play a role in dogtrible
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conversational labour between speakers and hearers as is¢haittaoh and

well.

My discourse model has both non-linguistic structures (exchange
and action) and linguistic structures (ideational). Speaker and
hearer are related to each other, and to their utterances, in a
participation framework. Their knowledge and meta-knowledge

about ideas is organised and managed in an information state.
Local coherence in discourse is thus defined as the outcome of
joint efforts from interactants to integrate knowledge, meaning,

saying and doing.

(Schiffrin 1987:29)

For example, Schiffrin argues that DMs suchaag, but, or, so andbecauseare
operative on the ideational structure. DMs suclwal, oh, now, y’know and |
mean operate on the other levetxchangeaction, participation frameworkand
information state Schiffrin (1987) argues that DMs contribute to the coherence of
discourse through relating different components of talk in the sensehtha

interpretation of any component is dependent on the interpretation of the other:

Since coherence is the result of integration among different
components of talk, any device which simultaneously locates an
utterance within several emerging contexts of discourse
automatically has an integrative function. That is, if a marker ac
like an instruction to consider an upcoming utterance as speaker-
focused on prior text within an information state, with a

simultaneous instruction to view that utterance within a particula



149

action structure, then the result is a type of integration degtw

those components of talk.

(Schiffrin 1987: 330)

It can be noticed that Schiffrin views ‘discourse unit’ as a linguistic entity.
She uses the term to refer to syntactic (structural) units asc'clauses’ and
‘phrases’ as well as ideational (informational) units such aasidend ‘opinions’.
She has used the term interchangeably with other terms suchsasutdie
segment’, ‘unit of talk’ and ‘component of talk’. No matter what&sourse unit
is called, it will be argued later in this chapter that iisognitive rather than
linguistic entity. In what follows, | give a brief summary of thendtions and

coherence relations expressed by DMs in Schiffrin (1987).

3.2.2.1. ‘And’ and ‘but’

Schiffrin argues that these DMs operate on the ideational wteuctontrary to
Halliday and Hasan’'s (1976) who claim that conjunctions suchndsand or
express semantic relations between elements of discourseutvihaving any
structural role, Schiffrin assumes that they have both cohesive and structural roles
structural because they link two (or more) syntactic units suclaases, phrases

or verbs, and cohesive because the interpretation of the whole corguncti
utterance depends on the combination of both conjuncts. Aardrit can
precede support units of talk (explanation, evidence and claofictd previous
units). It can also have a pragmatic effect in the sensé thdicates a speaker’'s

continuation. Howeverand does not provide information about what is being
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continued. Such information is derived from the discourse content antustruc
(1987: 150). Consider Schiffrin’s example in whiahd is used to indicate the

speaker’s continuation.

(5) Debby: What made you decide t'come out here? Do y'remember?
Ira: a. What made us decide t'come out here.
b. Well uh we were looking in different neighbourhoods
@nd then uh this was a Jewish community
cand we decided t'come out here
e. Uh the-several of the communities we looked uh they weren’t-
they weren’t Jewish.
fand we didn’t wanna live there.

g. Then we decide on Glenmore.

But, according to Schiffrin, indicates ‘adversative’ relations icalisse. It
conveys contrast between two ideas or topics or it can be useatkdha denial

of the speaker’s expectation of something:

(6) She drives a Porscleit her husband drives a Kia.
(7) She is a lecturer of psychology at Oxfdmat, she does not
know how to spell SCHIZOPHRENIA.

As can be noticedyut in (6) indicates that there is a contrast between tweselR
‘driving a Porsche’ and ‘driving a Kia'. It is true that both @ars. However,
Porsche is a German manufacturer while Kia is a Korean one. lmadéiorsche
IS more expensive than Kia which means that it will cost rtookive a Porsche.

As for butin (7), it indicates that there is a denial-of-expectatioaticzl between
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the two clauses. Knowing how to spell the word SCHIZOPHRENIA wbeldn
expectation of a lecturer of psychology at Oxford. However, this expmcteti
denied by the second clause. The DM will be discussed in more detail from

relevance-theoretic point of view in chapter 4.

3.2.2.2. ‘Because’ and ‘so’

These two DMs are operative on the ideational structure ds™ely contribute

to the coherence of discourse by signalling relations between discoutse uni
According to Schiffrin,becauses used by the speaker to indicate a relation of
‘cause and result’, whileso is used to indicate a relation of ‘premise and

conclusion’. Consider the following examples:

(8) [John did not go to schoalbecausghe was is sickhu.

(9) [John was sick]e So[he did not school to schoath

In (8), becausendicates that the event ‘John did not go to school’ is a result of the
event ‘John was sickSoin (9) indicates that the event ‘he was sick’ is a
‘premise’ and the event ‘John did not go to school’ is a ‘conclusion’. More details

will be given onsoin the relevance-theoretic analysis in chapter 4.

3.2.2.3. ‘Now’ and ‘then’

These two DMs function on the ideational level of discourse strucilrey
indicate temporal relationships between units of talk. Schiflamrms thatow is
used to indicate a speaker’s progression through a discourse whicmgantai

ordered sequence of subordinating parts. It is also used to intheatgcoming
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shift in talk, or when the speaker wants to negotiate the tagbontrol what will
happen next in talk (1987:241). Consider Schiffrin’s example in whichslra
discussing why he is against intermarriage. In this speech, ésanow to shift

from recounting hypothetical events (a-d) in a narrative mode tpreteng them

(€):

(10) a. For example, eh...eh...let's assume that husband’s a-w-a-a-a the
husband’s
Jewish ,
b. and the girl’s, say, Catholic
c. and they have an argument
d. and she says ‘You goddamm Jew?!’

eNow she wouldn’t say something like that, if she was rational.

Then is used in discourse to indicate succession between prior and
upcoming talk—a succession from one topic to another. Consider (11) in which
the first two uses ofhenindicate a temporal succession between two events and

the third one indicates a succession to a different topic.

(11) | arrived at home very late this evening. | was exhausted. | took a hot bath,
andhen | had a light dinner. When | finished my dinner, | switched the
TV on and watched my favourite programme thed went to bed. |
woke up very early in the morning because | heard some noise coming
from the living roonthen | remembered that | forgot to switch the TV

off before | went to sleep.

There are differences between these two markers: unble which is

used as a time deictic providing temporal index in discourse timee,can be
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either deictic or anaphoric. As deicttbenindicates reference time, i.e. temporal
relations between a linguistic event and speaking time, but asagemor, it marks
temporal relations between two linguistic events (1987:246). Congi@¢rand

(13) in whichthenis used deictically and anaphorically respectively:

(12) a. When did you submit your thesis?
b. I submitted then.

(13) a. Are you going to see your supervisor during the Easter vacation?

b. | will see hirthen.

3.2.2.4.'Oh’ and ‘well’

These two markers are different from the markers discussed abdle sense
that they operate on the interactional and informational level ofoulise
structure. Schiffrin presentsh as a marker of information management. It is used
to indicate old information recognition and new information receipg t
replacement and redistribution of information and when locally provided
information does not correspond to the speaker’s prior expectatioasidtially
used in repairs, questions, answers and acknowledgements (1987: O0-6&h
have a pragmatic function; it is responsible for the divisioruoi-taking in the
exchange structure. Thus, it plays a role in the participation ¥varkeas well.
Schiffrin agrees with Heritage (1984) that is used to indicate that the speaker

has undergone some kind of change in her locally current state of kigewle
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information, orientation or awareness (1987: 99). Consider (14) and (18)ah w

ohindicates old information recognition and new information receipt respectively:

(14) a. Did you invite your flatmate to your birthday party?
bOh yeah, the Nigerian guy. Of course | did.

(15) a. Do you know who the new prime minister is? He is Mr. Smith.
bOh!
c. He is my father’s best friend.
dOh! But | did not hear that on TV.

Wellis used as a response marker which anchors its user in attiote
when an upcoming contribution is not fully constant with prior coherence options.
Schiffrin argues thatvell can have pragmatic function; it is used to indicate a
request for elaboration and clarification (1987: 120). Consider thewiol

example:

(16) a. How did you get your new mobile? Was it a contract or pay as you go?
bWell, you mean the Nokia N95?

3.2.2.5. *Y’know' and ‘| mean’

These two markers are used on the informational level of discdwustuse; they
relate informational units in the present discourse with infaomak units in the
previous discourse. Furthermore, they have functions in the participation
framework. Schiffrin (1987:268) maintains thgtknow has two discourse

functions: a marker of meta-knowledge about what speakers and hdaas s
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and a marker of meta-knowledge about what is generally known.|$bisised to
indicate a situation in which the speaker knows that the hearezssbkame

knowledge about a particular piece of information. Consider the following

example:

(17) a. Finally, John and Sarah got married.

bY’know they have been in love for five years.

(18) a. You study very hard these days.

b. Oh yg/'know “no bees no honey; no work no money”.

I meanfunctions on the participation framework; it marks the speaker’s
orientation to two aspects of the meaning of talk: ideas anations. It is used
by the speaker to mark her upcoming modification of the ideas and inteations

the prior utterance (1987:296). Consider the following examples given by

Schiffrin:

(19) a. But | think um ten years from now,
b. it is going to be much more liberal.
c. | could see it in my job.
dl mean, when | started working for the government, there were no
colored people.
e. And today eh...uh... twenty five, thirty percent, forty percent of the
people | work with are—colored.

This discussion shows that DMs in Schiffrin’s proposal do not form a

unified grammatical class, but rather functionally related groupeofs drawn
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from other classes. They can be particlas (vell), conjunctions gnd, but, or),
time deictics fow, then), lexicalised clauses/know, | mear) and others (1987:
327). Schiffrin treats DMs as members of a functional class riavéand non-
verbal) devices which provide contextual coordinates for ongoing talkbSluks
her definition of DMs on a theoretic level: “DMs are sequentididpendent
elements which bracket units of talk”. On that basis, Schiffr@87: 31-2) argues
that, although DMs introduce sentences, they are independent ohtsgnte
structure. In other words, the removal of DMs suchmagan y’know or oh from
its initial position will not affect the syntactic structure of the secds.

It can be concluded that Schiffrin’s account of DMs concentrates on
the linguistic and structural role DMs play in maintaining discoasgerence
through linking discourse units. However, she acknowledges that someuaMs s

asoh andwell can have pragmatic functions.

3.2.3. Fraser’s account of discourse markers.

3.2.3.1. The problem of definition

As Fraser (1999) points out, the study of DMs has turned into a growthringus
the last ten years. Dozens of articles appear yearly focusindieomdture,
meaning and function of DMs. Fraser (1999) reviews the past rbseact
concludes that no clear definition has been given of DMs. He mentoaarly
reference by Levinson (1983) who considers DMs as a class of lioguist
expressions worthy of study in its own right. Levinson briefly comments os, DM

but neither gives a name to this class nor a definition of it:
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There are many words and phrases in English, and no doubt most
languages, that indicate the relationship between an utterance and
the prior discourse. Examples are utterance-initial usagésitof
therefore in conclusion to the contrary still, however anyway

well, besides actually, all in all, so, after all, and so on. It is
generally conceded that such words have at least a component of
meaning that resists truth-conditional treatment... what they seem
to do is indicate, often in very complex ways, just how the
utterance that contains them is a response to, or a continuation of,

some portion of the prior discourse.

(Levinson 1983: 87-8)

Like Fraser, Zwicky (1985) has explained DMs, but he, too, has not
provided a clear definition. He points out that they must be distinglisben
other function words; and that they should be prosodically independent; that the
have to be separated by punctuation in writing and intonation pause if;speec
that they are insulated from the rest of the sentence in winéghadccur and that
they have pragmatic functions of relating the current utteranchetdarger

discourse:

Within the great collection of things that have been labelled
‘particles’, we find at least one grammatical class of #em
English and in languages generally. These have been variously
termed ‘discourse particles’ and ‘interjections’; here | il

them ‘discourse markers’... on the grounds of distribution prosody,

and meaning, discourse markers can be seen to form a class. But
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like the ‘particles’ discussed, they are independent words rather

then cliticg?

(Zwicky 1985: 303)

Fraser (1999) is concerned with the following questions. What arg?DM
What are not DMs? What is the grammatical status of DMs® what do DMs
link? The remaining of this section will answer the first twodjjio®s. The next
section will be devoted to answer the other two questions. Fraser {@re®8jes

a comprehensive definition of DMs:

A class of lexical expressions drawn primarily from the symtacti
classes of conjunctions, adverbs and prepositional phrases. With
certain exceptions, they signal a relationship between the
interpretation of the segment they introduce S2, and the prior
segment, S1. They have core meafimhich is procedural, not
conceptual, and their more specific interpretation is ‘negotidgd’

the context, both linguistic and conceptual.

(Fraser (1999:831)

Given this definition, Fraser (1999:942), excludes some of the segniteadt-i

expressions used to be as DMs. Consider the following example:

2 An unstressed word typically is a function wordttlis incapable of standing on its own and
attaches in pronunciation to a stressed word, witith it forms a single accentual unit. Examples
of clitics are the pronouemin | see'emand the definite article in Frentarme, "the arm."

'3 This core meaning is similar to Blakemore’s notafriprocedural meaning’ where a linguistic
expression encodes a procedure that guides therhreader during the process of the utterance
interpretation. This will be discussed in more déteBlakemore’s account of procedural meaning.
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(20) a. You should help John in his maths homework.

bFrankly, I am not very good at maths.

According to Fraseffrankly does not relate two discourse segméntsut rather
signals a comment of separate message that relates to ltheirfgl segment.
Fraser (1996) calldrankly, and similar segment-initial expressions such as
obviouslyandstupidly, “commentary pragmatic markers” rather than DMs. Fraser
also excludes particles sucheagn only, justand pause markers suchves! and

ahform the class of DMs for the same reason. Consider his examples below:

(22) a. The exam was eaByen John passed.
b. They are fairly restrictive the@nly poor Republicans are allowed in.
c. What am | going to do noWll... | really don’t know.

d. A: Do you know the answer?Asr ..., | will have to think about it.

3.2.3.2. The grammatical status and function of dis  course markers.

Fraser (1999:943) argues that DMs do not form a unified grammaeliésa. They
are rather linguistic expressions gathered from different edasghey have the
grammatical status of the main class they belong to. For exathple can be
conjunctions &nd and but), adverbs gnyway and howeve) and prepositional
phrasesdfter all andin spite of thi. Such DMs differ in grammatical class, but

have the same function.

“The term ‘discourse segment’ is used by Fraseefey to a ‘sentence’, ‘proposition’, ‘utterance’
or ‘message’.
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Fraser (1999) also argues that DMs are syntactically subordinate
conjunctions. They cannot introduce separate sentences. They require previous

independent sentences as can be seen in the following example:

(22) a.*Unlesshe finishes his maths homework.
b. John will not go to cineraalesshe finishes his maths homework.
c. A: John will not go to the cinema.Bilesshe finishes his maths

homework.

Contrary to his earlier writings (1990, 1993), in which he argues that DMs
are only those expressions that can introduce separate sergenheassince
becausendalthough Fraser (1999:943) argues that DMs can include expressions
such asand and but simply because such expressions can relate two separate

messages no matter whether they introduce a separate sentence or not:

(23) a. He plays footbahd | read my favourite novel.

b. He plays footbdlut | read my favourite novel.

As far as the function of DMs is concerned, Fraser (1999) argud3ssa
signal a relationship between the interpretation of the segmanirtroduce (S2)
and the interpretation of the prior segment (S1). For instanceysthefbut in
(24a) indicates that there is a contrastive relationship betwstadying very
hard’ and ‘failing the exam’, and the usesafin (24b) indicates that there is a
‘premise-conclusion’ relationship between ‘taking the metro’ aamiving on

time’:
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(24) a. Laura studied very haBlit she failed her exam.

b. He took the metr®o, he arrived on time.

Fraser maintains that such markers contribute to the coheretive it
by indicating coherence relationships between ‘units of talk’. Thusin (24a)
indicates that S2 and S1 cohere in relatioedntrast andso in (24b) indicates
that S2 and S1 cohere in relationdgical consequencéHowever, Fraser (1999:
938) indicates that DMs do not have to signal any relationship betvizzandSS1
(adjacent segments of talk). A DM can relate the segmemiraduces with any
other previous segment in discourse. This is known as ‘global cokérasc
contrasted to Schiffrin’s ‘local coherence’. Fraser goes furthargue that a DM
does not even have to introduce any discourse segment whatsoever. It can occur in
a medial or final position in discourse. Consider Fraser’'s exa(@pleepeated

here as (25):

(25) a. Harry is old enough to drirthowever, he can’'t because he has
hepatitis.
b. It is freezing outside. | wilh) spite of this, not wear a coat.

c. We don’t have to go. | will goevertheless

Finally, Fraser (1999:948) argues that DMs have a ‘core’ mgamhich
is procedural not conceptual. Fraser’s notion of procedural is sitmiRT’s one
in the sense that such expressions do not contribute to the truthermaddit
content of utterances in which they occur. However, Fraser arguesuttat
expressions work as syntactic connecting devices between units afrdescoot

as cognitive devices that put constraints on the relevance of discdurseight
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that they encode meanings that define the relationships betweesurdesc
segments, but they do not contribute to the truth-conditional conteritesé t

segments. Consider the following example:

(26) a. Clare is a philosophBut her husband is a soldier in the national
army.
b. John can help in installing this softwAfeer all, he is a computer

engineer.

The highlighted DMs in the above examples can be deleted withoutiragféiae
propositional content of the segments. However, if deleted, the hedrke \eft
with no guidance to the relationship between the two segments. Thusoriée
meaning encoded by DMs, provides the hearer/reader with the infonnat
how to interpret the message conveyed by S2 vis-a-vis the inteigretdtS1

(Fraser 1997:302, 1999:944).

3.2.3. The difference between Schiffrin’s and Frase r’s accounts.

Prima facie Schiffrin’s (1987) and Fraser’s (1999) accounts seem simitath B
argue for a coherence-based account of DMs. That is, DMs convey ruaere
relationships between units of talk. Furthermore, both of them ¢hatrDMs do
not form a syntactic class but are rather linguistic expressipagn from
different classes. However, there are two main differencesebatwhe two

accounts. The first is Schiffrin’s (1987) claim that DMs linkaa@jnt units of talk.
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This is known as a ‘loctl coherence’, whereas Fraser (1999) argues that a DM
need not link two adjacent units of talk. DMs can relate the segthemt
introduce (S2) to any other previous segment in discourse. This is kaswn
‘global coherence’. Consider the following example adapted from F(2968:

938):

(27)  He drove the truck through the parking lot and into the street. Then he
almost cut me off, he ran a red lighawever, these weren’t his worst

offences. He was driving without a licence.

In this examplehoweverdoes not relate the segment it introduces ‘these weren't
his worst offences’ with just the immediately previous segmédtdr‘that, he ran

a red light’ but rather with all the previous segments includiegimmediately
prior segment. Fraser also argues that a DM can occur in alrasdi@ll as final
position in discourse as we have seen in example (25).

The second difference concerns the structural, semantic and pragmat
status of DMs. DMs in Schiffrin’s proposal can be divided inteehtypes: the
first includes DMs that have referential meaning suchras but andor which
serve as cohesive devices that contribute to the coherencescouidie. The
second type includes DMs which lack (referential) meaning, suoh asdwell.
Such markers are independent of the sentential syntactic sérudtuliscourse.
They do not have a cohesive role similar to those of the first typeaffect

discourse interpretation in the sense that they indicatearedaips at the level of

!> The term ‘local coherence’ was introduced by Sthi{1987) who argues that DMs indicate
coherence relations between adjacent units of Télis term has been later used by Fraser (1997,
1999) as opposed to ‘global coherence’.
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‘information state’, i.e. markers of information management. Thel ttype
includes DMs that have referential meaning but are independent séiential
structure such asmeanandy’know. Although they have semantic meaning, such
markers can be removed from the text structure without affedtengneaning or
grammaticality of the text.

Fraser's (1997, 1999) account concentrates on the pragmatic functions
carried by DMs. In the light of that, he calls them ‘pragmatarkers’ (PMs).
DMs in his account are all linguistic elements that encodescivhich signal the
speaker potential communicative intention. Unlike Schiffrin, who conatest on
the structural and linguistic role of DMs in achieving cohereresser
concentrates on the cognitive role such markers play in buildingtéerence.
DMs in Fraser’s account do not contribute to the truth-conditional (pitaps)
content of utterances in which they occur. They do not affect ttredrdalsity of
the utterance if they are removed. Fraser (1999: 945) argues thathBiké
semantic ‘core’ meaning, which is not conceptual but rather procedinaterm
procedural here is very similar to that discussed in Wilson anh&pee (1993),
and Blakemore (1987, 2002). The difference is that Fraser studiesvdMis a
coherence framework, while Wilson and Sperber and Blakemore study them
within a relevance-theoretic framework. Fraser (1997:302) argueBkh&ivork
as procedures that provide the hearer/reader with information on hoslate
between the interpretation of S2 and that of S1. This procedural meaning

conveyed by DMs contributes to the coherence of the text. For instaeaesé of
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after all in (28) guides the hearer/reader to recognize that the mesgagssed

by S2 iscoherentas ‘premise’ with respect to the ‘conclusion’ expressed by S1:

(28) John felt siclAfter all, he drank three bottles of beer.

Such an example is analysed differently by Blakemore. She arguesténadll,
in (28) has a procedural meaning that guides the hearer/reattey inferential
phase of the process of utterance interpretation. Thus it instructs the beafer t
that ‘drinking three bottles of beer’ islevantas a ‘premise’ to the ‘conclusion’
‘feeling sick’ communicated in the first clause. This will beadissed in further

detail in Blakemore’s (1987, 2002) account of DMs.

3.3. Relevance-based account of discourse markers

Much research has been conducted in studying DMs within a relevapeoeetic
framework. Blakemore (1987), to my knowledge, is the first to have dewklbpe
relevance-theoretic approach which is considered to be a turning point in the study
of DMs. This section discusses Blakemore’s (1987, 2002) relevance-tbeoret
account of DMs and how this account differs from those in the cotere

framework.

3.3.1. Discourse markers as semantic constraints on relevance

Blakemore’s (1987) main argument is that DMs play an importantimotbe
process of utterance interpretation by providing the hearers/readbrsome

guidance in the inferential phase of utterance interpretation rendearch for
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optimal relevance. Blakemore refers to the ‘procedtfrakiture of DMs. She
argues that some DMs do not contribute to the semantic truth-contamrtant

of utterances in which they occur; such expressions are proceduna sense
that they constrain the process of utterance interpretation. Theofusach

expressions helps the hearer/reader to work out the implicit sithe aftterance
interpretation where linguistic decoding alone does not, as weesllater in this
section (Blakemore 1987:18, 2000: 464).

Blakemore’s account of procedural meaning is a reaction to &1(t867)
notion of conventional implicature. As we have seen in section (1.4.3) Gric
argues that some linguistic expressions have conventional (encodedhgneani
which gives rise to implicature (hence conventional implicaturgjich
linguistically encoded meaning does not contribute to the truth-conditional

content of utterances in which they. Consider Grice’s famous example again:

(29) He is English; he is, therefore, brave.

In this example, Grice argues that the conventional meanirigeogéforegives

rise to the implicature that: ‘being brave’ is a consequencéehg English’.

Blakemore (1987) builds on that and argues that the linguistic expression

thereforeand similar expressions suchlasg, so andafter all do not give rise to

conventional implicature, as Grice assumes, but rather encode padcadaning.
Blakemore (1987:75, 2000:472) analyses the meaning encoded by DMs

such agherefore sq, after all andbut as procedures that constrain the relevance

'8 As note, Fraser 1999 has also used the term puoaleGee footnote 13.
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of utterances in which they occur. In other words, the meaning encoded by such
DMs control the choice of context under which the utterances contair@ngare
relevant. The use of these DMs plays a role in establishingptireal relevance
of their utterances by guiding the hearer/reader to derive theded contextual

(cognitive) effect. Consider the following example, for illustration:

(30) a. He did not prepare well for the chemistry ex@mnhe failed

premise- — _ __________ > conclusion

b. He did not prepare well for the chemistry exster all , he failed.

conclusiep—————————————— premise

c. He did not prepare well for the chemistry exam. He failed.

(premise, conclusio®) - ——————— -»> (conclusion, premise)

Blakemore argues that the usesofandafter all in (30a) and (30b) respectively
constrains the context under which, these utterances are relegentdingly, so

in (30a) instructs the hearer/reader to see that what fokows relevantas a
‘conclusion’” and what precedes it as a ‘premise’, whereagsgteictions given

by after allin (30b) indicates that what follows is relevant as a ‘premiseindrat
precedes is relevant as a ‘conclusion’. However, if negbeor after all is used

in (30a) and (30b), i.e. no context is provided or even constrained, then the
utterance will be open to both interpretations, as can be seen in ¢ther words,

the procedural meaning encoded dayand after all helps the hearer/reader to
work out the implicitly communicated message, which is not reachaddayidtic

decoding alone.
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3.3.2. Blakemore’s revised account of discourse mar kers

In the light of the subsequent research by Wilson and Sperber (1993) on the
relation between linguistic form and relevance, Blakemore (2002)eges@me of
her views of DMs and the conceptual-procedural distinction.

In Blakemore (1987), it is argued that linguistically encoded (meani
can either be conceptual or procedural. She claims that the tinglliysencoded
conceptual information is the truth-conditional information that playsla in
establishing the explicit level of utterance meaning; linguikficancoded
procedural information is the non-truth conditional information that warkbea
implicit level of utterance interpretation. To put it differgntBlakemore (1987)
argues that what is conceptual should always contribute to truthtioosdand
what is procedural should never contribute to truth conditions. Thuepiad
and procedural are mutually exclusive.

It follows from the argument that what is conceptual should only
contribute to the explicit level of utterance interpretatiom what is procedural
should only contribute to the implicit level. Accordingly, all DMs iraBtmore’s
(1987) account are considered as procedural elements that work iatptiost
side of the interpretation of utterances in which they occur. Theaeieture of
the linguistically encoded information in Blakemore’s (1987) accourfivien

below:
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linguistically encoded information

conceptual procedural
truth-conditional non-truth-conditional
contribution to explicature constraints on implicature

Figure 6: Linguistically encoded information in Blakemore (1987)

However, Wilson and Sperber (1993: 2) argue that the distinction drawn sbove
invalid. They propose that the conceptual/procedural distinction is maligha

with the truth-conditional/non-truth-conditional distinction. Their clasnthat, on

the one hand, there are linguistic expressions which encode conceptual
information but do not contribute to the truth-conditional content otittexance

in which they occur, as is the case in sentence adverbials sucinkly and
unfortunately On the other hand, there are linguistic expressions that gkaynr
determining the truth-conditional content of their utterance witrendoding
conceptual information. This is the case with some personal pronouns.

Wilson and Sperber want to argue that these two distinctions-anbss
each other and are not isomorphic. To put it differently, some truth moradit
constructions encode concepts, some others encode procedures; sonuhnon-tr
conditional constructions encode concepts, some others encode procedures
(1993:2). For example, illocutionary adverbials suchsasously and frankly
encode conceptual information which does not contribute to the truth coadition

of the utterance in which they occur. The removal of such adverbithlsot
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affect the truth or falsity of utterances containing them. la ¢tloncern, Wilson
and Sperber (1993:19) reach a conclusion that there are four types oftitnguis

expressions:

A. Linguistic expressions which encode conceptual information that does
not contribute to the truth conditions of the utterance in which they occur.
These expressions include illocutionary adverbials sucdeasuslyand
frankly and attitudinal adverbials suchwasortunately:

(i) Seriously, I am not coming to your birthday party.
(i) Frankly, I am not coming to your birthday party.
(i) Unfortunately, I am not coming to your birthday party

B. Linguistic expressions which encode conceptual information that
contributes to the truth-conditional content of their utterances ssich a
manner adverbials. Consider the synonymous manner adverbials of

seriouslyandfrankly.

(i) She told meseriouslythat she is not coming to my birthday party.

(ii) Clare told Johrirankly that she is not coming to his birthday party.

C. Linguistic expressions which encode procedural information that does
not contribute to the truth conditions of utterance containing them.
According to Blakemore (1987), such expressi®sts ljut, after all and

therefore etc.) put constraints on the implicit side of the utterance

interpretation.

(i) He did not prepare well for the chemistry ex&u,. he failed.
(if) He did not prepare well for the chemistry exafter all, he failed.
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D. Linguistic expressions which contribute to the truth-conditiooatent
of utterances in which they occur and yet they encode procedural
information. Examples of these expressions are personal pronouns such as

| andhe

In fact, the fourth type of these linguistic expressions is aiédienge to
Blakemore’s (1987) account. Wilson and Sperber (1993) argue that pronouns are
linguistic expressions that encode procedural information which playsirrole
determining the truth-conditional content of the utterance. Furthernibee
procedural information encoded by pronouns puts constraints on explicature
rather than implicature, in the sense that the use of a pronoun chedesatrer to
the intended referent of that pronoun, which is part of the propositomaént.

Consider the following example:

(31) He is very optimistic.

The information encoded by the pronoba in (31) contributes to the
truth-conditional content of the utterance since it affectsrtii or falsity of the
utterance. Furthermore, the information encoded by the prdm®ishprocedural
in the sense that it guides the hearer in the process of thenattanterpretation
(guiding the determination of the intended refereritepf

The general picture drawn by Wilson and Sperber (1993) on the

conceptual/procedural distinction is given below:
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linguistically encoded information

T

conceptual procedural

7\ N\

truth-conditional non-truth-condtional truth-conditional non-truth-condtional

| L

contribution to  contribution to constraints on constraints on
the proposition  the high-level the proposition  the implicature
expressed explicature expressed of the utterance

Figure 7: Linguistically encoded information in Wilson and Sperber (1993)

Blakemore revises her account of procedural meaning in the light of the
critical analysis of the relation between linguistic form andvance offered by
Wilson and Sperber (1993). In the revised versiRelevance and Linguistic
Meaning Blakemore (2002) gives up the claimed parallelism between truth-
conditional/conceptual and non-truth-conditional/procedural. She acknowledges
that sentence adverbials are linguistic expressions whose concemtoding
does not contribute to the truth conditions of the utterance in winghatre used
(2002:43).

Blakemore (2002) acknowledges that the notion of procedural meaning is
not as simple as it is presented in her old version (1987). The nofwacafdural
meaning should be widened to account for some phenomena such as pronouns
whose procedural encoding contributes to the truth conditions of the uégranc

containing them:
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However, following Kaplan (1989), Wilson and Sperber (1993)
have argued that pronouns do not encode constituents of a
conceptual representation, but only procedures for constructing
such a representation. In other words, they contribute to truth
conditional content only in the sense that they constrain the
hearer's search for the representations of their referdrtsslis

right, it would seem that there are expressions which encode
procedures but which contribute to what is traditionally regarded as
truth conditional content. In other words, it would seem that it is

not the case that all procedural meaning is non-truth conditional

(Blakemore, 2002: 80)

In her new version, Blakemore (2002) reconsiders her old account of the
DM but where it has been used to encode two meanings ‘contrast’ and ‘ofenial
expectation’. The new analysis bfit proposed by Blakemore goes for a unified
account in whichbut has only one procedural meaning, namely, ‘contradiction
and elimination of an assumption’ (2002:103).

No doubt, Blakemore has reconsidered several points in her old account of
procedural expressions. However, one point is still not made clear:thees
procedural information encoded by some DMs put constraints on the derivtion
the cognitive effect or does it encode the cognitive effedfit$e other words,
does the procedure encoded by a certain DM guide the line of intépreda
does it encode the elements of this interpretation? It stemnBlakemore (2002)
makes no distinction between these two cases. In some places aidke she

argues that the procedural meaning encoded by some DMs puts constrémgs on
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derivation of the cognitive effect; in some other places, the ciairthat the

procedural meaning encodes the cognitive effect itself:

The analyses just sketched suggest not only that meanings of
discourse markers or connectives are linked to cognitive effects
but more particularly, that they directly encode the type of
cognitive effect intended. Thusut is analysed as encoding the
information that the hearer is intended to follow an inferential route
which ends in the ‘elimination’ of a contextual assumption, while
after all is analysed as encoding the information that the intended
inferential route is one which results in the ‘strengthening’ of an
existing assumption.

(Blakemore, 2002:95)

Contrary to what Blakemore (2002) assumes, | think that the procedural
information encoded by some DMs do not encode the cognitive effect. The
information plays a role only in constraining the derivation of such cognitive
effect. This is done through leading the hearer to certain mfateoutes through
which he can reach the intended cognitive effect. In other wordprékence of a
DM in a certain utterance does not necessitate the pregktiee cognitive effect
and vice versa. For instance, the cognitive effect establishe@0m) (s not
derived through the procedural meaning encodesbbyhe assumption that what
precedesois a ‘premise’ and what follows it is a ‘conclusion’ is noteded but
derived by following the procedural information encodedsbyThe same goes

for after allin (30b).
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The evidence for my claim is that the cognitive effect wall necessarily
be lost by the removal &fo or after all from the utterances of (30a) and (30b).
The hearer will still be able to derive the cognitive effec{30c) even though
neitherso nor after all has been used. In (30c), each clause in the sentence could
be either a ‘premise’ or ‘conclusion’ as we have seen. This nteanthe use of
so or after all only directs the hearer to the intended effect and not encodes the

cognitive effect itself.

3.4. Coherence or relevance?

As has been discussed earlier, there are two approaches fongtDd§s, namely
‘coherence’ and ‘relevance’. Coherence proponents argue that DNisgaristic
elements that contribute to the coherence of discourse by enccalegive
relationships between conceptual representations. Relevancesttheogue that

DMs encode cognitive (procedural) information which controls the aalsy
relations between discourse units by constraining the choice of cotextua
information under which an utterance is relevant. This section highliglets
essential difference between these two approaches, discussesatée dispute
between Giora (1997, 1998) and (Wilson 1998) on the discourse analysis and
finally suggests that RT is the ideal and more appropriate appf@aahalysing

discourse and DMs.
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3.4.1. Giora’s views on discourse

3.4.1.1. Discourse coherence and well-formedness

Giora (1997:17) maintains that relevance should not be regarded as the only
principle that controls human communication and that Sperber andngils
relevance account cannot replace the past and current accountscadirsk
coherence. She argues that discourse coherence is not a derivation of
relevance and that relevance cannot account for coherence and defjrees
coherence, as Sperber and Wilson assume.

Giora maintains that discourse coherence is an independent notion. It has
to be seen as a linguistic and semantic relation that contributédse well-
formedness of discourse. Giora (1985; 1997:22-3) formulates categorical

conditions for well-formedness of discourse:

(32) An informative discourse is well-formed if and only if:

a. Conforms to the Relevance Requirement in that all its prapuosiare
conceived of as related to a discourse—topic proposition. Theudssc
topic is a generalisation, preferably made explicit, and placethen
beginning of the discourse. It functions as a reference point to aHlich

incoming propositions are assessed and stored.

b. Conforms to Graded Informativeness Condition which requires that
each proposition should be more (or at least not less) infornthtinethe

one that precedes it in relation to discourse-topic. A message
informative to the extent that it has properties unshared by theopsevi
proposition, which, in turn, allow it to reduce possibilities by half.



177

c. Marks any deviation from Relevance and Graded Informativenems by

explicit marker, e.g. bthe way after all.

To illustrate how these conditions work, consider the following exampla diye

Giora:

(33) It has often occurred in the history of science that an important discovery
was come upon by chance. A scientist looking into one matter
unexpectedly came upon another which was far more important than the

one he was looking into. Penicillin is a result of such a discovery.

The discourse in (33) above is well-formed in Giora’s termsofarms to the
Relevance Requirement. It starts with the general topic and efhdhe
propositions that follow develops the information mentioned in this discourse
topic. This discourse also conforms to the Informativeness Requirentestiarts
from the least to the most informative.

Giora argues that Sperber and Wilson’s relevance account caarent b
replacement of the discourse coherence account. To support her argsimeent

gives the following couple of examples:

(34) This first time she was married, her husband came from Montana. He was
the kind that when he was not alone he would look thoughtful. He was
the kind that knew that in Montana there are mountains and mountains
have snow on them. He had not lived in Montana. He would leave
Montana. He had to marry Ida and he was thoughtful (takendaiog
Gertrude Stein).
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(35) This first time she was married her husband came from Montana. He was
the kind who loved to be alone and thoughtful. He was the kind who
loved mountains, and wanted to live on them. He loved Montana. But he

had to Marry Ida and leave Montana.

Giora argues that (34) and (35) are equally relevant in Sperdeéidson’s terms,
but there is a huge difference between (34) and (35) in terms ofecckefMhe
reader of these two examples finds that (35) is more coherelitfgmweed) than
(34). Giora claims that the difference in coherence between (B4§3%) is not
accounted for by Sperber and Wilson’s relevance theory, but taghdiscourse
coherence. (35) is more coherent (well-formed) because it conftonike
Relevance Requirement; all the propositions in (35) are relatetthe main
discourse-topic ‘What Ida’s husband had to give up upon marrying hersalt al
conforms to the Graded Informativeness Conditions; each propositi@b)ins
more informative than the one which precedes it in relation to #ie discourse-

topic. However, this is not the case with (34).

3.4.2. Wilson'’s views on discourse

3.4.2.1. Discourse markers and relevance

Relevance theorists such as Sperber and Wilson (1995), Wilson and rSperbe
(1993), Wilson (1998) and Blakemore (1987, 2002) have reanalysed past
coherence accounts of discourse interpretation and concluded thahoeles the

only principle that can account for all aspects of utterance interpretation.
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Wilson (1998) and Blakemore (2002:161) argue that the coherence-based
analysis of DMs is incomplete and unreliable. Coherence proponessifyl
DMs into categories that are very broad. For instance, they assawititerefore
and hence with ‘causal’ relations, andhowever but, yet and still with
‘adversative’ relations. Such a classification ignores the rdifite in meaning
between one DM and another in the same category. Accordingly this classification,
so, thereforeandhenceare treated as having the same meaning.

This classification also implies that there is no one-to-onatioekhip
between the DM and discourse function. To put it differently, each erweailthe
same category can encode the coherence relationship encoded by the other
members since all of them are considered to have the saamengneFor example,
the coherence relationship encodedhoyveverwill be the same as that encoded
by still, yet, andbut

Wilson (1998) and Blakemore (2002) argue against the above-mentioned
classification. They point out thabweverandbut do not have the same meaning
and thus cannot be used interchangeably. However, Blakemore (2002:161) points
out that the difference in meaning is very difficult to captur@nnanalysis in
which these two expressions are associated with a relationsteprafast’ or
‘adversity’. The same goes fao and thereforewhich are associated with the

‘consequence’. Consider the following examples:

(36) He is a prime ministbut/? howevernot a president.
(37) a. | am on holiday next week.

bSd? Therefore, you will not attend the meeting.
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Wilson (1998) and Blakemore (2002), argue against any coherence-based
account of DMs. They claim that such account cannot give an explaration
situations such as (36) and (37) whbaoavevercannot replacéut andtherefore
cannot replacso even though each pair of these DMs encode the same coherence
relation. Such accounts are also unable to give an explanation ofteh@nce-

initial use of some DMs. Consider Blakemore’s examples:

(38) [speaker looks in his wallet and finds a £5 note]
Sol did not spend all the money.

(39) [speaker, who is suffering from shock, has been given a glass of whisky]
But, | don’t like whisky

(40)  Well, what would you like to do today?

The problem with the coherence account is that it considers BMs\aces that
encode relations between linguistic units of discourse. On that pssom
utterance-initial DMs should not be possible. Relevance theorgistam that

such relations are not necessarily between linguistics unitauld be merely
cognitive —relevance of certain thoughts or propositions to an individbat.i$

why the coherence account is not able to account for the nstgabf the above-
mentioned DMs.

These difficulties, Blakemore suggests, can be overcome if BiMs
analysed within a relevance-theoretic framework as encoding cotstoan the
relevance of the utterances in which they occur. DMs should not bedaikas
marking connections in discourse, i.e. connecting propositions exprésse

discourse segments. A better understating of DMs, Blakemore suggpstse
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achieved if these markers are considered to be contributing telévamce of the
utterance in which they occur by controlling the choice of context undehw

such utterances are relevant.

3.4.3. Is coherence a linguistic or cognitive relat  ion?

As we have seen in the previous section, Giora argues that thienwreddness of
discourse depends on discourse coherence which she considers asséclingui
relation. Giora claims that discourse coherence is not of cognitiveerait is not
a derivative notion of relevance. There is no need for any inferenedcatation
to achieve coherence in discourse. A certain discourse can berntamematter
whether the propositions and thoughts it contains are relevant to amduadier
not.

By contrast, Wilson (1998:57, 65) argues that relevance theory can
account for the intuition of discourse coherence. To support this argumesanWil
uses the following examples:

(41) Bill, who has thalassemia, is getting married to Susan, and 1967 was a

great year for French wines.

(42) Bill, who has thalassemia, is getting married to Susan. Both he and Susan

told me that 1967 was a great year for French wines.

According to Giora (1997), (41) and (42) are not coherent (or unacceeable
though they are relevant in Sperber and Wilson'’s terms. The sema®loérence
and unacceptability in these two utterances stems from thethactthe two

segments in each utterance are unrelated. It seems that af fhet dispute
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between the coherence and relevance approaches of discourse isicheohot
‘acceptability’. Giora argues that a certain discourse is@able if it is coherent
and well-formed, i.e. the units in this discourser are intuitiveljated and
connected. Thus for Giora, notions such as ‘coherence’, ‘acceptability’
‘relatedness’, ‘connectedness’ and ‘well-formedness’ are eguivaHowever
the notion of ‘acceptability’ is different in Wilson’s termsceptability in RT
does not mean well-formedness or linguistic relatedness or conmessetut
rather the consistency with the principle of relevance. To put tHatatitly, a
certain discourse is acceptable by an individual, if it is refei@that individual
no matter whether the utterances in this discourse are well conneaiatd or
Wilson (1998:66) argues that RT can account for the sense of acagptabil
or unacceptability in (41) and (42). In other words, RT can explain vdsettwo
utterances are relevant or not. To do so, Wilson provides the folloa@mzsos.
The first is when Peter and Mary, who are keen at catching up oretre are
clearing out the kitchen cupboard. Mary is carrying a newspaper and istabout
tell Peter about the marriage of Bill and Susan. Simultaneoustgy Barries a
bottle of French wine with a questioning look and Mary utters (41).dh awcase
each segment of this utterance is relevant to Peter. Howewverarientuitively
unrelated. The second scenario is when Peter and Mary arengatghion the
events of the day and Mary has heard that Bill and Susan will geedhan that
day and then Mary utters (42). By hearing the utterance Peteachass to the

following contextual assumptions:
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(43) a. People with thalassemia drink only red wine.
b. When people get married, it is usual to give a present.
c. A crate of wine is a suitable wedding present.

d. The best present is one that pleases the recipient.

So, through following these deductive rules, Peter will recover ripidature

that the 1967 French red wine would be a good wedding present to Bill and Susan.
The utterance of (41) is consistent with the principle of relevait is also
acceptable (coherent) since its segments are intuitivieliede This relatedness of

the two segments in (41) can be explained in terms of meteyahe interpretation

of the first segment makes difference to the relevance otttumnd segment. That

is, we might have got different cognitive effects if the seconginsat is
processed in a different context.

Wilson (1998:68) argues that RT can account for the acceptability of
discourse more than the Giora’s Relevance Requirements. Gioracudie
coherence is achieved through the hierarchical structure of disdopisg. A
well-formed coherent discourse, according to Giora, should have a main
discourse-topic to which all the other sub-topics are relatedh Bhe main
discourse-topic and sub-discourse-topics should be explicitly statedarmy
deviation in the relevance requirements between the main discoursexbolpihe
sub-discourse-topics should be indicated by explicit marker.

Wilson points out that it is not the hierarchical relations of dismtopics
what makes discourse hang together, but rather the contextual informatried
by these discourse-topics as we have seen in (41) and (42). Thus, s#isisour

comprehensible if the propositions it contains carry contextualnmaon to the
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hearer or reader no matter whether its discourse-topics xgiecite or not.
Furthermore, Wilson (1998:71) argues that a deviation in the Relevance
Requirement and the Graded Informativeness Conditions need not béeiddiga

an explicit DM as Giora assumes. Consider the following example:

(44)  a. What did you say?
b. Mind you head.

According to Giora (1997), (44b) can have two interpretations. Thadilstally
coherent; (b) is a direct answer to (a)’s questions; (d) (&), as discourse
segments are intuitively related. The second interpretagimon-coherent; (b) is
considered as a discourse segment which is not related to (ahuan@4) is an
ill-formed discourse because it deviates from the RelevaneguiRments.
Wilson (1998:72-73) maintains that the acceptability or unaccepyabiliany
deviation in discourse cannot be accounted for by Giora’s discourse modere
Giora considers an utterance such as (45) as well-formed bebauseviation in

this utterance is explicitly indicated:

(45) a. What did you say?
bOh, mind you head.

Wilson (1998:73) maintains that not only (44) is ambiguous between two
interpretations, but also (45), even though it has got an explicikemdor
deviation. So, Wilson asks why (45) is ‘well-formed’ and (44) is not. Amvans

to this question could not be offered by the linguistic (semammtjon of
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coherence given by Giora. For coherence to be an effective tool liysiaga
discourse, it has to be reanalysed as cognitive rather than fiogukation
through maintaining that discourse coherence is derived through relevance of
discourse to an individual. Thus, the acceptability or unacceptabili@4gfand

(45) will not be determined by the presence or absence of an eXphgiistic

DM but rather by the notion of optimal relevance and the witesf consistency

with the principle of relevance.

3.5. Conclusion

In this chapter, two approaches for studying DMs have been investigdted. T
first approach maintains that DMs are linguistic expressiorisréigte discourse
units. Proponents of this approach analyse DMs as cohesive devices that
contribute to the coherence of well-formed linguistically constitatiscourse by
encoding cohesive (semantic) relationships between discourseTuretsecond
approach treats DMs as pragmatic devices that contribute toténpretation and
comprehension of utterance by encoding procedural information that cah&ols
choice of contextual information. In other words, such devices encodeneteva
relations between propositions (thoughts) and the cognitive environmemt of a
individual.

It seems that there is something in common between the two ajppsoac
The coherence approach has two goals. Firstly, it aims to provideory tbie
comprehension of discourse, i.e. how discourse is understood and interpreted.

Secondly, it is concerned with providing a theory of evaluation and exjplarcd



186

the intuition of discourse well-formedness. It is obvious that rédevance
approach shares the first goal with the coherence approach sinsenRiin
objective is to explain how utterances are understood.

The coherence approach suggests that the best way to account for
discourse interpretation is to look at coherence relations betiggees in
discourse. By contrast, the relevance approach argues that thlymitieoo of
coherence relations between discourse topics is neither ngcassasufficient
condition for a successful discourse. What is needed for a comprehensible
interpretation of discourse is the recognition of contextual (cogpiéiffect held
in that discourse. As for the second goal, RT rejects the naitiell-formedness
of discourse. RT sees that well-formedness of discourse erigts relation to a
set of well-formedness rules which are independent of individuéstisns and
contexts.

It seems that that the whole dispute centres on the notion df ‘we
formedness’ with respect to ‘discourse’. Coherence theoristsasugSbhiffrin and
Giora argue that the well-formedness should be maintained in dis@ndseis
achieved by linguistic means. A certain discourse is well-foriinadd only if its
segments are intuitively related. Thus discourse such as (41{4apare ill-
formed because the segments in each utterance are unrelated.

As for relevance theorists, well-formedness does not existreléons in
RT are not between articulated linguistic units, but rather legtvtleoughts and
propositions. To put that differently, the notion of discourse in RT is tegni

rather than textual. The acceptability of discourse is not detedby linguistic
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or semantic relationships between units in discourse but rayhtiie consistency
with the principle of relevance discourse has. Given that, discowrsksas (41)
and (42) would be acceptable in some circumstances as we havia seetion
3.4.3. It seems that Wilson’s account is more convincing and reliabléSioaa’s
one. After all, everything will be cognitively integrated in theerptetation and

comprehension of discourse.
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CHAPTER 4

4. Standard Arabic and Procedural Meaning

4.1. Introduction

The notion of discourse and DMs has not been given a great impomafuabic
linguistics. Very few studies have been conducted in the analyBissfand the
role they play in the interpretation of discourse. Most of these coatemin the
colloquial (local) dialects, e.g. Al-Batal (1994) and Al-Khalil (200%p my
knowledge, the use of DMs in Standard Arabic has not been researoné@rZ
to Al-Khalil's claim that DMs are only used in Colloquial AralicOL), this
chapter argues that DMs can be used in both Standard and Non-Staratzsicd A
As for the use of DMs in COL, | will limit the discussion tw$e used in Syrian
Arabic (SYA). The little research of DMs in Arabic has memnducted in the
framework of Conversation Analysis (CA). By contrast, in this studyddpt a
relevance-theoretic framework and argue that DMs encode proceceaaings.
This chapter is devoted to investigate the procedural meaning encoded doy som
linguistic expressions in Standard Arabic (SA). The next chapteustiss the
procedural meaning encoded by some linguistic expression in SYA.

This chapter is structured as follows: section 4.2 gives aihtretiuction
to the diglossic situation in Arabic and discusses why certain @&®lsised in SA

but not in COL and vice versa. Section 4.3 investigates the procedwainge
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encoded by some linguistic expressions in SA, sudalkasna bainama lakin,

bal andfa. Section 4.4 is a conclusion

4.2. The linguistic situation in Arabic

4.2.1. Diglossia

Before discussing the procedural expressions in Arabic, itaessary to discuss
the notion of diglossia and the impact it has on the use of DMsndasth and
non standard forms of Arabic. Diglossia affects the use of DMgabic in the
sense that some DMs are used in one form but not in the othanskoicefa,
lakinna, bainama lakin andbal are only used in SA, while DMs such lzess la-
heik la-ha-sababma‘nat-o andbi-ittalz are only used in SYA.

The earliest notion of diglossia goes back in literature tavibré of the
German linguist Karl Krumbacher (1902) in his bdaks Problem der Modernen
Griechischen Schriftsprachdn this book, Krumbacher discusses the nature,
origin and development of diglossia with special reference to AmimcGreek.
Another reference to diglossia is offered by the French linguidtawilMarcais
(1930) in his article “La diglossie arabe”, in which he providesraél definition
of the phenomenon.

Ferguson’s (1959) article on diglossia is a classic reference indtaure.
Ferguson discusses the notion of diglossia in the context of four language
situations namely, Arabic, Modern Greek, Swiss German and HaiteoleCand

provides the following definition of the phenomenon:
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A relatively stable language situation in which, in addition to the

primary dialects of the language (which may include a standard or
regional standards), there is very divergent, highly codified (often
grammatically more complex) superposed variety, the vehicle of a
large and respected body of written literature either of earlier
period or in other speech community which is learned largely by
formal education and used for most written and formal spoken
purposes but not used by any sector of the community for ordinary

conversation.

(Ferguson 1959:325-37)

According to this definition, there are two varieties of the languesgel
side by side in the speech community—the superposed variety whichers el
High (H) variety and the primary dialects which stand for the Lbwvériety.
Each variety is used for different purposes and in different contdstsar as
Arabic is concerned, the H variety is callkdfusha (Standard) and the L variety
is calledAl-a'miyyahor Al-darijah (Non-Standard).

The H variety (Al-fush) in Arabic is used for formal spoken purposes
such as religious ceremonies, political speeches, university lecnce TV and
radio news bulletins and interviews. It is also used for wriperposes; the
history and literature of the Arabic nation is writterAlRfusha. The L variety on
the other hand, is used for informal purposes such as persoed,|stiap operas

and spontaneous conversations with family, friends and colleagues.
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4.2.2. Arabic as a special case of diglossia

It seems that Arabic diglossia is very ancient. In the-IBlamic period, there
were two main spoken varieties: Classical Arabic (CLA),clwhivas spoken by
the tribes in the Arabic peninsula particularly by Quraish tribslécca, and the
urban vernacular dialects spoken in Bagdad and Damascus.

The written form of CLA was systematically codified in tH& @&ntury
AD. This form was the codification of the language variety spoken umai€h
tribe in Mecca. The main sources of this form were the Halsa@ and the Pre-
Islamic poetry. The classical (standard) form of Arabic has mabged in terms
of syntax and phonology since that time. However, it went through somallexic
changes. For example, a large number of lexical items in the ®laian and the
Pre-Islamic literature are no longer used in today’s Standard Arabic.

The Arabic diglossic situation seems rather exceptional. Fre€¢i®96)
points out that Arabic has two major varieties, CLA and COL.ofAdiag to him,

COL falls in four major groups:

i. Magrebi (Morocco, Algeria, Tunis and Western Libya)

ii. Egyptian (Eastern Libya, Egypt and Sudan)

iii. Levantine (Syria, Lebanon, Jordan and Palestine)

iv. The Arabic of the Arabian Peninsula and Persian Gulf (Irag, Saudi Arabia,
Yemen, Oman, Qatar, Bahrain, the UAE and Kuwait).

People from these different groups find it difficult to communichte to
the lexical and phonological variation. For example, on the lexicdl llgrara] in

Palestine means ‘wife’, while in Egypt it means ‘loose womdhlasa] in
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Palestine means ‘walked’, while in Morocco it is ‘went’. In Egyptas] means
‘alright’ but in Yemen and Morocco, it is ‘nothing’. On the phonological lleve
‘where’ is [fein] in Egypt and [wein] in Syria, ‘man’ is §#al] in Syria and
[riyyal] in Kuwait and ‘gold’ is [dahab] in Syria anddtiab] in Saudi Arabic.
Al-Khalil (2005) claims that Arabic does not have two forms, aguisan

assumes, but rather three forms as given below:

a. Classical Arabic (CLA): This was used in the Arabic Peninsula in the
Pre-Islamic period. It is a highly prestigious form of Arabic; the Holy

Quran and Arabic Pre-Islamic classical poetry were writiehis form.

b. Colloquial Arabic (COL): this form is used as an informal spoken
dialect in theArab countries, and it differs from one country to another.
This results in having different dialects of Arabic, such as Syrabic,
Lebanese Arabic, Sudani Arabic, Moroccan Arabic, etc.

c. Modern Standard Arabic (MSA): It is used nowadays in the Arab
countries for formal purposes (education, politics and media). It is a
mixture of COL and CLA.

Al-Khalil's claim, that Arabic is a triglossic language, @ntroversial. He
tries to give two different terminologies to the same and sthglg, namely SA.
Arabic has only two major forms: the standard CLA and non-standard Ti@L
MSA, as a newly-invented term, is not distinguishable from CLA. BatA énd
MSA refer to the same variety, namely SA. There are no morphologica
phonological or syntactic differences between CLA and MSA apant Bome

lexical changes which are common, | think, to all languages. Al-Kalil
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classification might be motivated by the academic communityhenUS which
names CLA as MSA. It is right that CLA has undergone some lest@aiges. On
the one hand, several words are no longer used in today’s SA. For exaomole
such as_armiqg’ (mud), ‘mustszir’ (very high), ‘ha‘ha” (plant) are no longer used
in SA. On the other hand, several words have been introduced to SA such as
‘kumputer’ (computer), ‘tilfaz’ (television) and ‘lamba’ (lambiHowever, this
lexical change does not make CLA and MSA two different variefidgabic. In
this thesis, | treat them as one variety, namely SA (as opposed to COL).

The notion of diglossia has been introduced in this thesis because it plays a
major role in the use and distribution of DMs and procedural elenredtsabic

as we will see in the next section.

4.2.3. Diglossia and discourse markers

Al-Batal (1994) presents a detailed analysis of DMs usedeimahese Arabic
(LA). Al-Batal's data, collected from TV and radio programnassl recorded
interviews, show that there are 21 DMs regularly used in LA. #&BBtreats these
DMs as cohesive devices that link phrases, clauses and paragritaal’s

account of DMs is similar to the coherence-based account of DMgsdesd in
chapter 3 where DMs are analysed as elements that contiileut®herence of
the text by indicating cohesive relationships between units of discdi¥.in

Al-Batal's analysis can occur on three levels: phrase levalsel level and

discourse level. And they encode the following cohesive relations: i\aldit



194

‘adversative’, ‘alternative’, ‘causal’, and ‘conclusive’, ‘conseqiantand
‘explicative’.

Al-Batal shows that the Arabic diglossic situation affebtes ise of DMs
in LA. He points out the DMs in LA fall into the following three categories:

a. DMs that are unique to LA: this includgs'nz, bass halla’ and ayyeb Ya'ni
is used to indicate reiterative and explanative relationshipeleettwo elements it

connects, similar ton other wordsn English.

(1) All children under eight must be accompanied by an atalltx your

child cannot be admitted.

As can be noticed in the above exampgben: introduces a sentence in which the
speaker further explains a point he had made in the previous serBasse.
indicates an adversative relationship between two elements tiexthasbut does

in English:

(2) He is very clevdyasshe is unable to answer this question.

» 17

Halla’~" indicates a shift in the movement of discourse. It is often taseldange

discourse topic. Consider Al-Batal (1994:96) example:

(3) In regard to the land, we can say that there was a goal: either to keep this
land as it was during the Mutasarrifiyya Period or to expand it, either as
little or a lotHalla’ , whatever the issue of the land was, they (in the
resistance) agreed on the necessity of establishing a new system of

government.

71t can be also used as a temporal adverbial:
(i) The president will arrivaow.
(ii) Let’s sort out the problemow.
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Halla’ in (3) signals a shift in discourse topic; the speakers moeesdiscussing
the issue of land to the issue of the system of governmayyebindicates shift

between speakers in discourse (Al-Batal: 1994: 94-97).

4) S1: We came to this land 50 years ago. It was very poor, just like a desert.
We worked very hard to make it good as you can see it now.

S2Tayyeb, what are the difficulties you faced as new immigrants.

b. DMs used in both LA and MSA: this includes, aw, la-‘innu, ‘izzan leekin
andma”innu. Al-Batal claims thatva andaw are connectives; the first indicates
an additive relationship between two or more discourse units, wileleabond

indicates an alternative relationship:

(5) He travelled to Moscowa stayed five years in it.

(6) He works five days a week. He is off on Thursday3uesdays.

La-‘innu indicates causal relationship in discourdezan indicates conclusive
relationship.Leekinandma”innu indicate adversative relationships. Consider the

following examples:

(7) He sold his watdha-'innu (he) got bankrupt.
(8) He is Syrianzzan, he is generous.

(9) He is Syriateekin he is stingy.

(10) Heis stingyna”innu (he is) Syrian.

c. DMs used in LA but borrowed from MSA: this includés; ‘ada ‘an, inn

bilidafi li, fadian ‘an, innama kazalek ‘ammaand ay. Al-Batal claims thafa®® is

the most complex and interesting DM in this type. It has diffdrardtions. Most
importantly, it can denote causal and inferential relationships.

18 Fais used sometimes to indicate shift in discoursmfLA to MSA.
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(11) a. John hit Marfa she swore at him.

b. John can answer this questfartse is a mathematician.

‘Ada‘an inn, bilidafi li, fadan ‘an (all meanin addition t9 encode additive

relations in discourse:

(12) Dan Sperber is a French anthropologist, linguist and cognitive scientist.
‘Ada‘an inn (bilidafi li, fadan ‘an), he is Research Director at the Jean

Nicod Institute.

‘Innamaindicates adversative relationship axydis used to signal an explicative

relationship:

(13) They don't live in Newcastlsnnama they live in London.
(14) He is from Newcastiy he is Geordie.

Recently, in his study of DMs, Al-Khalil (2005) gives a detailed

conversational analysis of some DMs frequently used in Syrian Arabic (SYA):

a.halla’: marking a topic shift, topic change and topic support.
b.ya'ni: explaining and summing up ideas.
c. flayyeb requesting explanation and marking focus and request.

d. lakan making conclusions.

In fact, Al-Khalil (2005) makes two controversial claims. Thetfone is

that DMs are only used in spontaneous informal conversation:

It can easily be noticed that these markers never appear in, books
newspapers, articles or official documents. While they appear
frequently in extracts [(1) New], [(2) No one to help], and [(3)
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Rotten teeth] above, which were taken from spontaneous
conversation, the case does not seem to be so in either trenwritt
or spoken forms of Standard Arabic. Extracts [(4) Asia Cup]
provides an example of the written form of Standard Arabic. It is
taken from a newspaper reporting the comments of a football

official, and it is clear that there are no discourse markers at all.

(Al-Khalil 2005:30)

He gives a long extratttaken from one of the Arabic newspaper

demonstrate that SA can never have DMs:

“inna man yadfa‘u sab‘a mi'aten wa haima ‘alfa doér lil-farig
at-Tailand fima law faza ‘ala farigim musta‘idina tatman lidaf'i
rub‘iha li-hakamen d‘ifen wa hifra min ’iltiga’i ra’isi ba'tati
tayland bi-ra’isi Iggnati al-tukkam akkadtu lilgant’ fi ‘idarati al-
bi‘ta 'anna fakamanggadan sayakunu min Sargfsya hatman li-
'anna tiyland b tagbal bilmkamen ‘arabli-hadihi al-muba&h al-
magriyah Ima‘niyyun bil-murahaat ragibiina bi-daliaka ayaii’

“Who pays seven hundred and fifty thousands dollars to the Thai
team if they beat our team is surely prepared to pay a quaiter of
to a referee who has a weak personality. We were worried about
the meeting of the chairman of the Thai team with the chaiohan
the referee committee. | assured everyone in the team that our
referee for the next day would certainly be from East Asiee T
Thai team do not approve of any Arab referee for this decisive

match. Those involved in betting want that too.”

(Al-Khalil 2005-31)

19150 233 (1984 version) transliteration systembeen used in this thesis.

S to
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It is true that the above extract does not have DMs, but, of coursejods not
validate the claim. It seems that Al-Khalil has selecteid passage rather
carefully to show that DMs cannot be used in the standard froradfic.
Contrary to what Al-Khalil claims, | argue that DMs are redylaised in SA.

Consider the following passage taken from Mina’s novel (1965).

Lakinna 'ummi kanat tgazif, wa tatajmalu al- cdirbawa al-Satma
wa ta'ti 'ilaya fa-tafuku al- fabla,wa ta’hudun min yadi ba‘idan
‘an al-bait, fa-ngglisu ma‘an ‘ala .ahra, aw talta S@ara, wa
ta’hudu fi mulatafat wa nughi.

“But my mother took the risk: she exposed herself to beating and
cursing by releasing me. She used to take me far away from the
house to sit together on a stone or under a tree. She was very kind

and helpful to me”.

Although this passage is very short, it displays 10 occurrences of kedifieMs
frequently used in SA, namelgkinna (= buf), wa (= and), aw (= or) andfa (= sq
then).

Al-Khalil's (2005) agenda behind this claim would appear to be that he
wants to study DMs in Arabic from a conversational-analytic approatg the
Conversation Analysis framework (CA). The main concern of CA idinary
conversation’. It does not attempt to come to terms with languagmimgeor
communication but rather an approach to the study of social action and the

investigation of normative structures of reasoning which are involved i
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understating and approaching courses of intelligible interaction tégeri
1995:391).

Since the standard form of Arabic is not used in ordinary conversation,
then Al-Khalil claims that this form cannot be studied from a cosat®nal-
analytic approach and thus it does not have DMs.

The second controversial claim proposed by Al-Khalil (2005:55) is that
the conversation analysis approach is the only framework for stydgnd
analysing DMs in Arabic. This claim entails that the releeatheoretic
procedural approach (Blakemore 1987, 2002; Blass 1990; Rouchota 1998; Iten
1998) cannot account for the analysis of DMs. Contrary to what Al-Khali
assumes, CA is not the only framework that can account for thefus®ls in
Arabic. | argue that the notion of ‘procedural meaning’ developed, by Blaieem
(1987,2002) within RT offers an ideal and more appropriate approach for studying
DMs in both Standard and Non-Standard Arabic.

To my knowledge, Al-Batal (1994) and Al-Khalil (2005) are the only
authors who give detailed accounts of DMs in Arabic highlighting the atnpfa
diglossia on the use of DMs. However, both accounts are controverdialsi
respect. Al-Batal’s diglossia-based classification of DM$ar from perfect. On
the one hand, he argues that certain DMs are unique to LA, wtidetithey are
not. Some of the DMs used in the set, sucheas, halla’ andtayyebcan be used
in other Arabic dialects such as Syrian Arabic, Egyptian Arabic andi&rabic.

See the following spoken extracts taken from TV operas producgygrim, Egypt

and Saudi Arabia:
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A. Son: assalamtalaikum.
Father: waalaikum 'assalam. leis t’anit?
Son: mara’dalbeit bit'illak 'mmi badha kilo lami lalmihsi.
Father: w lei§ ma jitha‘ind "abu‘ali w 'ahadit 'illahmat.
Son: w maakim ’illaq bil'awwal yala
Fathertayyebwaddeit iltbizat la’abu_hater w 'abu‘isam w "abu mih’iddin?

Son: waddeiton yab

Son: Peace be upon you.

Father: Peace be upon you too. Why are you late?

Son: | went home first. My mother needs one kilo of lamb meat.

Father: Why didn’t you go to the butcher and buy the meat?

Son: Shouldn’t | have told you first father?

Father: Alright! Did you take the bread to Abu Khater, Abu Isam and Abu
Mihi Iddin?

Son: Yes, Father”.

(Syrian TV opera: Bab Al-hara: episode 31)

B. Lutfiya:ya'ni lazem‘alfawteh w ’ittafa 'alud 'il'izen ibn “amm?
Isamhalla’ ya lutfiya la taki w ti‘ti ktir "ihti ‘a“deh“am tistannakw ghri
‘aid “am yistannain mu hlweh nit'ahar ‘leihon 'aktar min heik. ya 'alla 'uin
tharraki. halla’ heik baddek ’idaiilmbuzmeh. 'fridi halwi§ Swai.

Lutfiya: Should | ask for permission whenever | am going in or out, my dear
husband.
Isam: Now, listen Lutfiya! Don’t turn this to a big story. My sister isinguit
for you and my brother-in-law is waiting for me. It is not nice to keep
them waiting more than that. Come on! Let's move now. Come on!

Cheer up.

(Syrian TV opera: Balard:lepisode 31)
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C. Al-nazr: 'ana‘ayez i'fel ilfasl

D.

Al-’ab: ma tingS 'innahum wid siayyafn

Al-nazr: la yumkin

Al-’ab:tayyeb ‘ala &n hatri ma ti'filSi ilfasl

Al-nazr: tayyeb 'ifrid "inni smi‘ti kalamak w ma "afaltisS ilfasl,dn

gibluhom mudamisninen?

Head teacher: | want to close the school.

Parent: Don’t forget that they are still children.

Head teacher: No way.

Parent: Alright, for my sake, don’t close the school.

Head teacher: Alright, suppose that | listened to you and did not close the

school. How could | manage to get teachers for all of them?
(Egyptian play: Madrast Al-mushaghibeen: partl)

Ra’fat: sédadtak alabti minni ilka’i'a 'ultaha. w birgmi min kida mntas
misadain

Boss: mn illi " al kida?

Ra’fat: manta sadtak bit'ui 'insa ilha’i’'a

Boss: la la

Ra;fatYa“ni sdadtak misada’t?

Boss: bikulli ta’kd

Ra’fat: Your Excellency asks me to tell you the truth and | did. But you don’t
seem to believe me.

Boss: Who said that | don’t believe you?

Ra’fat: You yourself. You are asking me to forget about everything.

Boss: No no.

Ra’fat: This means that you believe me.

Boss: Yes, of course.

(Egyptian TV opera: Ra’fat Al-Hajjan: episode 15)
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E. Actor 1:’itld min hal-&ri* [&’innu ygr harf T tm rih ysar |-tad rabé ‘amarah
w t§ lawha makiib ‘aleiha Saga lilgar.
Actor 2:gazak alla Rir.
Actor 1: tfaddel yauy abrak 'isg“at.

Actor 2: maskdan ma tgadin 'in &’ allah baswalla 'inri mistégil.

Actor 1: Go straight ahead in this street until it shapes as a T lettiveand
you will see a building with a big ‘flat for rent’ sign.

Actor 2: May God bless you?

Actor 1: Come on! Let us have you as guest today.

Actor 2: Thanks a lot, you are good people. May God bless you? But | am

really in a hurry.

(Saudi TV opera: Tash Ma Tash: episode 15)

On the other hand, Al-Batal discusses DMs used in LA and MSA and
other DMs used in LA but borrowed from MSA. It is not cledvaivthe difference
between these two categories is. In the first category, he giaegpées of DMs
such aswa, aw, ma’ innuandla ‘innu. In the second category, he uses examples
of DMS such ada, lizalik, innama and amma In fact, there is no difference
between these two categories; they should be incorporated inla satggory.

And by that, the new classification should look as follows:

a. DMs used in LA
b. DMs used in SA

The problem with this new classification is how to account foDWks that occur

in both LA and SA. In fact, this can be accounted for as followsbDtiaused in
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LA is sometimes used in SA to indicate a shift from LA ta 8% the same token,
the DM used in SA is sometimes used in LA to indicate a §bift SA to LA.

Consider the two following extracts for demonstration:

Presenter: bism il MBE w bism kil faf’ il'amal w ilhudir w il-musahdn badna

nannk li-annak ablaita bala’an hasanan.

Presenter: In the name of the MBC and in the name of the cast, attendance and
spectators, we would like to congratulatebgmauseyou have done

very well.

(Who wants to be a millionaire?)

The above extract is taken fraian sa-yarabbAl-million—the Arabic version of
the famous programmaiNho Wants to Be a Millionaireln this extract the
presenter, who is Lebanese, congratulates the winner. He startenance in
LA (bism il MBC w bism kil fari’ ilamal w ilhudur w il-mushahiin badna
nhannk) and then shifts to SAli{annak ablaita bala’an hasanan). This shift is

indicated by the use of the DMannak

Media star: dawam il-# min il-muhal akad akin al-awtad al-mudallal fi it-
tilifizion algadid (New TV).Basbil-atir tla’eit ‘ard min tilfizion
afdl w huweh il MBC.

Media star: Things always change. | was almost the only good presenter in the
New TV channdut, at last, | had an offer from a better TV channel
namely, MBC.

2 The Middle East Broadcasting Channel which i ¥amous in the Arab World.
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In the above extract, which is taken from a TV interview with ohéhe most
famous Lebanese media stars, the speaker starts his replg tf the questions
using SA (dawam il-#l min il-muhal akad akin al-awlad al-mudallal fi it-
tilifizion al-gadid) and ends it with LARasbil-ahir tla’eit ‘ard min tilfizion afdal
w huweh il MBC). The shift between the two varieties of Arabindicated by
the DM bass This could also be the case for all the other colloquial d&l@he
shift from SA to local dialects and vice versa is indicated by the use of a DM.
Al-Khalil's claim that DMs in Arabic are limited only to theolloquial

(informal form) is inaccurate. DMs in Arabic can be found in botHdgaial and
Standard Arabic. Evidence of that is Al-Batal’'s own classifan, even though it

has its own shortcomings.

4.3. Procedural expressions in Standard Arabic

Ibn Jinni (961) claims that there are three categories of ligu@spression in

Standard Arabic:

a. Nouns: every linguistic expression governed by a preposition or counts as a
proper name is considered as a noun by Ibn Jinni. For examplgapall-(the
mountain), ‘al-maktabah’ (the library), ‘adwilah’ (the table) are nouns because
they can be governed by prepositions suctaks(on), fi (in), andtahta (under):

-‘ala al-gabal’ (on the mountain)fi‘ al-maktabah’ (in the library) andahta al-

tawilah’ (under the table). ‘souria’ (Syria) and “umarun’ (Omark also nouns

because they are proper names.
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b. Verbs: This type includes linguistic expressions that can eitheiséa for
issuing orders and commands or preceded by the pamgcfé. For example,
‘iglis’ ? (sit down) and ‘qont® (stand up) are verbs because they issue the
commands of ‘sitting down’ and ‘standing upGdlasa’ (sat down) and ‘ghsu’

(sits down), ‘gma’ (stood up) and ‘yagnu’ (stands up) are also verbs because
they can come aftegad ‘gad kama’ (had stood up) gad yagimu’ (might stand

up), ‘gadgalasa’ hadsat down) anddad™ yaglisu’ (mightsit down).

c. Particles (al-traf)® This type can neither be precededday or a preposition
nor used for issuing orders and commands. For instance, the pddj¢ieama
and lakinna cannot followgad *gad f&®, *gad umma *qad lakinnaor be
preceded by a preposition ifi fa, *fi tumma *fi lakinna

Ibn Jinni (961) maintains that the expressions in the third category do not
have meaning in themselves. In other words, these particles hawmnaatgEs.
The only way to interpret them is to look at the context in which they are used.

It seems that Ibn Jinni’s claim regarding particles in S&antroversial.

According to him, particles such &asmma fa andlakinna encode no meaning,

but, let us consider their uses in the following examples:

(15) a. John entered the officenma Mary followed him.
b. John entered the offfeeMary followed him.

c. John entered the offlakinna Mary followed him.

L This particle is used only with verbs (past anespnt) and it is only used in SA.

2 This is the imperative form “ggisu” (sit down).

% This is the imperative form “yagu” (stand up)

4 Qadin SA is a very elusive particle; there is no wawevord translation of this particle. It does
not have an equivalent particle in English. Wiged precedes verbs in the past tense, it indicates
that the action encoded by the verb has startedimistied in the past. Thus the best translation of
‘qad galasa’ is ‘had sat down’. However when it preceders in the present tense, it indicates a
state of uncertainty whether the action encodethbyerb takes place or not. The best translation
of gadin this case is ‘might':gadyaglisu’ = ‘might sit down’.

% This is the technical name of this set of linguaisipressions in SA.

% The asterisk is used to indicate that the comizinas ungrammatical.
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If Ibn Jinni’s claim is right, then utterances (15a-c) should hheesame
interpretation since no meaning is encoded by the highlighted parBdethis is
not true. The interpretation of these utterances differs. €higils that the
highlighted particles encode some sort of semantics which affdets
interpretation of these utterances. For instanoamain (15a) encodes that there
is a long-time span between the two actions, wiailen (15b) encodes the time
span between the two actions is very short. Adakinnain (15c), it encodes a
denial-of-expectation meaning in the context where Marry is suppossthy
outside and wait for John to come out of the office, but instead sbe/$dfiim to
the office.

I will argue, contrary to Ibn Jinni’'s claim and following Blakemare’
(1987,2002) analysis of DMs in English, that particles (= DMs) ine®8&ode
procedural meaning that affects the interpretation of the uternanwhich they
occur by constraining either the implicit or the explicit side utferance
interpretation. In the light of this, Ibn Jinni's claim could med#attsuch

expressions do not encodenceptuaimeaning.

4.3.1. ‘Lakinna’, ‘bainama’, ‘lakin’ and ‘bal’

These four DMs are widely used in SA though very little has be#&ten about
them. They all correspond bt in English. In this section, | review some Arabic
literature on these four DMs and link that to the literaturbwnn English. | then
investigate the linguistic meaning encoded by each of these marker$y, Hina

claim that the procedural meanings encoded by these four DMs cesatesltas
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translations of the different applications of the general proceduoceded by

Englishbut

4.3.1.1. Syntactic analysis

Most of the literature written on these DMs in Arabic is afyatactic nature. It
explains the syntactic functions of these linguistic expressimhfiaw they differ
from each other. | will not discuss the syntactic naturdnege markers at a great
length here, since it is not my main interest, | will ratigere a very brief
description of their syntax.

Ibn Hisham (1340), Al-Muidi (1324) and Ibn Jinni (961) call these
linguistic expressionsal-huriaf (particles) and claim that they have different
syntactic functions. Ibn Hisham (1340:382) arguesldiannais a particle which
is only used in nominal (subject-predicate) sentences. It asgignaccusative
case to the subject and the nominative case to the predicaeslagwn in the

examples below:

(16) a. agaw gfi' hada  al-yawm
the weather warm this today

“The weather is warm today.”

b. al-saduu mumiratun lakinna algaw-wa afi’- un
the sky raining but the weather (Acc) warm (Nom)

“It is raininigut the weather is warm.”

(17) al-rilatu  awilatun giddan lakinna al-sayyarda gaddatun
the journey long very but the car (Acc) new (Nom)

“The journey is very ldng the car is new.”
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As can be noticed, the use lakkinna in (16b) which is a nominal sentence
changes the case of the subjectg@l) into accusative (aglaw-wa) and the case

of the predicate @i’) into nominative (difi'i- un). The same goes for (17) where
lakinna assigns the accusative case to ‘al-sayyara’ (the car)handaminative
case togadda’ (new).

Unlike lakinna lakin does not have this function of case assigning. The

first noun afterdakin does not occur in the accusative casekin is usually used

in a discourse initial position to introduce a new topekin is regularly used in

news reports and can be followed by a question. Consider the following examples:

(18) a. ‘indara tagaddamta batabi ’ijazah li-tagtm  al- musiga

when asked+you toapply leave to participate the competition

lam ’abkhal ‘alaik

not  stingy on you

blakin  ma ma‘na ‘’an@adir tiwala an-nahr wa lam taid

but  what meaning toleave all theday and not come

‘ila fi ®a muta’khira min al-lail

just in  hour late from the night

a. When you applied for a leave to participate in the competition , | gave you.
b. But why have you been away all the day and have not come back until very late

at the night.
(The Bridge of Dea®)

2" Abdo, 1. (1997)Gisr Al-Mawt (The Bridge of Death). Damscus, Dar Al-Marifa
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(19) a. ‘ala ’ayyatidl, laisat hiyya al-marah al-oula aldaaStadfiha al-giwa
al-golonialiyah &aSimah anyabahjidda souriya, wa lan takouna
al-khirah...

‘Anyway, this is not the first time that the brutal colonial forces sharpen

their teeth against Syria and it will not be the last time.’

b. lakin 'aswa’-u ma yumkin 'an yurtakab mirata’ fi muwazatha
tarikhiyyah kah#éd huwa al-tagl — wa law lilatza wahda- min

ahammiyet kul min al-'igiid wa al-’idairah 'ada’an wa natgan...

But the worst thing that can be committed as a historic confrontation
is belittling- even for awhile- the importance of the economics and

administration at the performance and consequence level.”
(Al-Baath Newspaper No 12774—4/1/2006)

(20) a. tauni sanah fagatva hiya fi &f Walad ’ibn abrah

increase one year only and she in class son Ibn Sabra

blakin man vyarah ya‘jab min ’amriha wa ’amus$nita

but who seehere wonders from her and her beauty

fa-hiyya asat  abiyya kaibah  wa jatiah

that she became younglady mature and beautiful

a. She is only one year older than me. She is in the same class of Walad Ibn
Sabrah.

b. But her beauty has fascinated everybody. She is now mature and handsome

(Raspberf Fres)

8 Abdul-Kareem, H. (20028 asart Al-Tit (The Raspberry Tree). Damascus: Dar Al Kitab Al-
Arabi.
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As for bainama it is only used on the sentential level. It relates two noun
(or verb) clauses. It is similar takin in the sense that it does not have the
function of case assigning. However, unlilkekin, bainama cannot occur in

discourse-initial position. Consider the following examples:

(21) a. ‘'umar-un .awil-un  bainama  zaid-un gasun
Omar tall but Zaid short
“Omar is shiout Zaid is tall”

b. dhaba 'umar-un ’ila al-sinamlainama bagiya zaid-un fi al-bait
went Omar to the cinemaut stayed Zaid at home

“Omar went to the cinelmd Zaid stayed at home”

Concerningbal, Ibn Hisham (1340:152) claims that it can be used in
utterance-initial positions where the utterances are uttesedwo different
speakers. It can also be used in utterance-middle positions whenettaaagt is

articulated by a single speaker.

(22) a.dhabta ’ila al-sinama?

went-you to the cinema?

bbal dhabtu 'ila  al-masrah
but | went to the theatre.

(23) lam adhab ila al-sinamaal ’ila al-masrah
not go to the cinerhat  to the theatre

‘| did not go to cinerbat to theatre.’
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In comparison, there is a great body of literature writtenbah in
English—Lakoff (1971), Anscombre and Ducrot (1977), Abraham (1979) Horn
(1989), Bell (1998), Blakemore (1987, 1989, 2002) and Iten (2005).

Most theorists, who studieldut, agree that it encodes several meanings.
Lakoff (1971) and Blakemore (1987, 2002) claim that encodes a denial-of-
expectation meaning between the two conjuncts it links. Consider [sakoff

example (1971:67):

(24) John is a Republichnt he is honest.

According to Lakoffbutin this example involves an implication relation between
two conjuncts based on the suggestion that Republicans are not gdroradkt.
The idea is that the first conjunct (John is Republican) impiesissumption
which is contradicted by the second conjunct (he is honest). In otinds von the
basis of the first conjunct, the hearer might be lead to expectlsameavhich is
then denied.

Lakoff (1971:133) points out that there is another useubfwhere the
relation between the two conjuncts is not of a denial of expectationplication

but rather one of a simple contrast:

(25) Peter is richut John is poor.

As can be noticedbut in the above utterance simply encodes a contrastive

relationship between the states of affairs, represented in each clause.
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Other theorists, for example, Anscombre and Ducrot (1977) clainbdat
can have a yet further meaning which is different from the five discussed
above. Consider the following scenario where both A and B attending sirGsi

party; A comments on the person who sees for the first time with B.

(26) A. Oh! Your brother looks exactly like you.
B. He is not my brothbut my friend.

The use obutin (26B) does not involve contradiction. It is not the case that the
first conjunct (he is not my brother) implies the negation of the seaomdrct or
vice versa. This use dbut is called the ‘correction’ use, where the clause
introduced bybut provides a correct replacement for the assumption in the firs
clause.

There is a fourth use dfut, which is called by Bell (1998: 527) the
‘discourse’ or ‘sequentiabut Usually,butin this case has an utterance-initial use.

Consider the following example:

(27) A. | am very happy; we've had a very nice dinner today.

BBut did anybody see my wallet?

Bell claims that this use ddut signals a return to the main topic of discourse. He
describes théut-clause as a cancelling clause which cancels what comes before
in discourse.

Sincebut has been seen as encoding a variety of meanings, some theorists

including Anscombre and Ducrot (1977), Abraham (1979) argue that it is
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linguistically ambiguous, i.e. there is more than one leXdcain English. Horn
(1989) supports this argument by referring to cross-linguistic datehvdtiow
thatbutin English could be translated to different lexical items in other languages.
For instance, the deniblt is translated aaberin German angberoin Spanish,
while the correctiomout is translated asondernin German anginoin Spanish.

Data from Standard Arabic show that there are four non-synonymous
linguistic expressions that translabeit in English namelyakinna bainama

lakin andbal. The deniabutis normally translated dakinnain SA:

(28) kana min tllabi  al-mumtain lakinnahu lam vya$ ila

was+he from students excellent but+he not reach to

mustawana ad-ditashaitu kuntu wa faroug min al-’awa’il.

our level  study where was+l and Farouq from the first

“He was an excellent studertut he has never reached our level. | and Farouq

were the first in the class.”
(Swimming in the plad)

Lakinnain this example is similar tbut in Lakoff's example (24) in the sense
that it indicates a denial-of-expectation relation betweenvibectauses based on
the fact that ‘excellent students should be the first in thagsels’. However this

expectation has been denied by the second conjunct.

29 Al-Suleibi (2002) Sibaha fi Al-Waha{Swimming in the Mud). Damascus: Dar Al-lim.
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As for the contrastivéut, it is translated asainma® in SA. Consider the

following example:

(29) galasa walad abi yusuf al-quius bainama ibn al-abrah

Satdown son Abi Yusuf squat but Ibn Al-Sabrah
bagiya \agifan
remained standing

“Walad Abi Yusuf squattedt Ibn Al-Sabrah remained standing”.

(Raspberry Tree p.135)

Bainamain (29) indicates a contrastive relation between two statesfairs
(squatting) and (standing) in a similar way to what is indicatdalbin (25):
Concerning the correctidout, it is traditionally translated dsal in SA as

demonstrated in the following example:

% There is another DMifinama) used in SA to encode a contrastive relationshipvben the two
elements it connects. It differs frdmainamain the sense that it is always preceded by negatio

a.la  ’uridu al-milh  ’innama  al-bitira
not  want the salt but the pepper
‘I don not want the sdut the pepper.’

b.ma _dhabtu ’innam 'intaztuka .atta  aldniaya mhran
not wentway but wait for you until 2.00 pm
‘I have not gorteut waited for you until 2.00 pm.’

c.lam vyat min al-bah ‘’‘innama ga't min galbi beirut
not come from the sea but come from heart Beirut
“They did not come from the skat from the heart of Beirut.

(The Bridge of Death p. 41)
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(30) a. ahbirn ‘an ziarati-ka li-london fi ars 1995

tell-me about visit-your to-London in April 1995

b. 'naa lam 'zur london fi @ms 1995bal zurtu-ha fi’'yyr 2001
I not visit London in April 1995 but visited-it in May 2001

a’. Tell me about your visit to London in April 1995.

b’. I did not visit London in April 199&ut (visited it) in May 2001.
As can be noticed, the clause introducedbhyin (30) corrects the assumption
communicated in the first clause.

Bell’'s (1998) utterance-initidbut is translated akakin in SA. As can be
seen lakin in (19) indicates a return to the main topic in discourse arahiteds
what comes before in discourse.

Iten (2005:125) argues against the ambiguity accountbwf She
maintains that the presence of a word in one language which cambagdéhan
one translation in another language does not mean that the woifd istsel
ambiguous. She gives an example of the waodsinin English which can be
translated (in German) agtterfor the male cousin and &asefor the female
cousin. However, nobody would say that the word cousin in English is ambiguous.
She also claims that #but in English is ambiguous, then this should lead to
sentences containirigit being ambiguous. But this is not intuitively the case.

However, theorists who argue thmit in English is ambiguous might think

of ambiguous sentences containing. Consider the following example:

(31) My friend is not the smiling quiet gentle man sitting at the baltléhe

frowning angry one quarrelling with the waiter.
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But in the above sentence can have three different readings. Consider the
following scenario: John and his friend Peter are at the restawamg their
lunch. Co-incidentally David, John’s brother, comes to the same rastadohn
comes to David and asks him to join their table. David asks John winether
alone or accompanied by somebody. John tells David that his friend the
gentleman is having lunch with him. David looks at the table andteeemen
around to the table and then says to him ‘your friend must be thexgmiliet
person sitting at the table’ and John replies uttering (31). Insti@sario,but
encodes a denial-of-expectation meaning. The brother's expectatiog€ittie
man is the quiet smiling person sitting at the table (given irirgteconjunct) is
denied by the second conjunct ‘the frowning angry person quarrelling with the
waiter’. But, in the same scenario, can have a contrastive meaning astwell. |
encodes a contrastive relationship between two clauses ‘thagmiliet person
sitting at the table’ and ‘the frowning angry person quarrelling viiéhwtaiter’.
Butin this very scenario can also have a third reading namely ‘tiorredn this
sense, by uttering (31), John intends to correct his brother’s assoraptut his
friend. Thus, in (31) the second conjunct ‘the frowning angry person quagrelli
with the waiter’ provides a correct replacement to the secamjumct ‘the
smiling quiet person sitting at the table’.

However, my purpose here is not to establish wheabhéin English is
lexically ambiguous or not but rather to show that the corresponding licguist
expressions in SA encode procedural meanings. Nevertheless, | adrdéeemwit

(2005) and Blakemore (1987, 2002) tbat in English is not ambiguous. Iten is
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right in her claim thabutsentences are not ambiguous because the three separate
interpretations derived in (31) are related in the sense thatoshas aftebut
contrasts with what comes before it.

If one word in L1 has more than one translation in L2, it does nabhme
that this word is lexically ambiguous in LBut is different from linguistic
expressions which encode real ambiguity. Take, for instance, theSaaidi in
SA. This word is lexically ambiguous; it has four different lingoaly encoded
meanings. It can be translatedeagdence, martyrdondegree(BA, MA, PhD etc.)
or the seefl (as compared to the unseen). Consider the following examples where

the wordSahzda is translated as four different words in English:

(32) wa huwa al-lad halga al-samawati wa alard

and he who created the heavens and the earth

bil- mqqi wa yawma vyaty kun fa-yakn qawluhu  aldqgqu
with truth and the day say be will become his saying the truth

wa lahu al-mulku  yawma yunfakfi al-siri  ‘alimu

and to him the dominion day blown in the trumpet knower

algaibi wa afahada wa huwa aldkimu al-lakr.

the unseen andthe seen and he wise aware

“It is He Who has created the Heavens and the earth in tnuthpma the Day
(i.e. the Day of Resurrection) He will say: "Be!", - andhialks become. His Word

is the truth. His will be the dominion on the Day when the trumpét bei

¥IThe wordSahidain this sense (as well as when it meawislencis often used in religious text,
especially in The Holy Quran.
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blown. All Knower of the unseen aride seenHe is the All-Wise, Well-Aware

(of all things).”

(33)

wa la
and not conceal

fa-'innahu ’amun

that he sinful

(The Holy GrahAn‘am Verse. 73)

taktumu gdhada wa man yaktumuha

tvidence and who conceals it

galbuhu wa Adhu bima ta‘maluna fah

his heart and Allah about your deeds knower

“And conceal not thevidencefor he, who hides it, surely his heart is sinful. And

Allah is All-Knower of what you do.”

(34)

(The Holy Quran, Al-Bagarah Verse. 283)

yamlikuhu @ans Hizbu Allah

wa ’ahamu ma
followers party Allah

and most important what own

‘azimatihim  ‘ala  al-gjt

huwa al-imn  bi-gadyyatihim  wa
their resolution on  fighting

it the belief in their cause and
latta aBahada aw al-nas
until thenartyrdom  or the victory

“The most important thing followers of Hezbollah rely upon is theiiebéi their

cause and their determination to fight untértyrdom or victory.”

(News r&unday 8 August 2006)

%2 This translation of The Holy Quran is providedibly Muhammad Tagi-ud-Din Al-Hilali, and
Dr. Muhammad Muhsin Khan; available onlineldtp:/muttaqun.com/quran/e/index.htrhink

retrieved 16/01/2008
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(35) uridu ’'gaza gasah limudat _a@mani wa ‘arbala

| want leave short for time either and forty
g'ah min  gli gra’i al-muabalah al-Safawiyyah

hour for sake doing  the interview the oral

wa taiq al-ngah fi al-musbaga li-Bmalti

and achieving the success in the competition for people

alsahada algami‘iyya

thedegree the university

“I would like to have a short leave—ijust 48 hours. | would like to dorttezview

arranged for people with universitiggreeto get the job”.

(The Bridge of Death p. 33)

It is generally agreed that the meaning encodebubgannot be analysed
in terms of the contribution it makes to the truth conditions of tterartce in

which it occurs:

(36) It was snowingut John went out cycling.

In other words, the meaning encodedboy does not affect the truth or falsity of
the (36). The utterance is true if and only if the first and ¢oersd conjuncts are

true regardless of the relationship encode8uty

% Retrieved at the following link
http://www.inbaa.com/modules.php?name=News&filem&sid=14451on 17/01/2008




220

Similarly, the meanings encoded kakinna bainama lakin andbal do
not contribute to the truth conditional content of utterances inhathiey occur.

Reconsider (16b) repeated here as (37) for convenience:

(37) al-samu mumirat-un lakinna algawwa dafi’-un
the sky raining but the weather warm

It is rainirgut the weather is warm.

As can be noticedbut in (37) indicates that there is a denial-of-expectation
meaning. However this meaning does not affect the truth or falsity of the utterance
(37) is true if and only if the two conjuncts ‘it is raining’ arttie weather is
warm’ are true no matter whether there is a denial-of-exjp@cteelation between

the two conjuncts or not. Similar analyses could be composed forhtbetbtee

DMs. Consider (18), (21) and (22) in whildkin, bainamaandbal, respectively,

do not affect the truth or falsity of their utterances.

4.3.1.2. ‘But’: a concept or procedure?

It is quite hard to find a concept that covers all the meanings eshéydaut In

this respect, it is more appropriate, following Blakemore (1987, 1989, 2002) and
Iten (2005), to argue thaut is best accounted for in procedural terms. My claim
will be thatbutin English encodes a general procedure which can be implemented
to generate four different interpretations: ‘denial of expectatiGgontrast’,
‘correction’ and ‘cancellation’. It will be argued that the foungluistic
expressions corresponding tmt, i.e. lakinna bainama lakin and bal are

translations to the different implementations of the general guoeesncoded by
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but Before | do that, | would like to give more evidence about the procedural
nature ofbutin English.

If we examinebut in the light of Wilson and Sperber’s (1993) tests, it
would become clear that the meaning encodeduiyis procedural rather than
conceptual. The first test—'accessibility to consciousness’ shioatdbuit lacks
conceptual content. Unlike linguistic expressions with conceptual encodirig, suc
ascat, tree andtable, but cannot be brought into consciousness. It would be very
hard for a native speaker of English to answer a question suaimatsdoesbut
mean?’. It would be much easier for her to answer a question sulcbvaisbut
used?'.

Regarding the second test ‘truth evaluability’, it is widely acakfitat the
meaning encoded Hyut is not truth evaluable. Consider Iten’s example (83) used

here as (38):

(38) a. Johnis gdyut he’s a nice guy.
*b. That’s not true—there’s no incompatibility between him being nice
and him being gay.
*c. Come on. You can't seriously suggest that being gay is incompatible
with being nice.

As can be noticed, the hearer cannot object to the sense of ‘corgrast’
‘incompatibility’ encoded byout in (38a). Thus, the hearer’s reply in (38b) is not
accepted.

As for the ‘semantic compositionality’ where conceptual represensat

can combine with other conceptual representations to form la@@aplex
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conceptual representations, it is obvious thait could not combine with other
linguistic expressions in the same way as conceptual words do. Cotisde

following examples given by Iten (2005:132):

(39) Sheila is rich [I strongly suggest this contrasts] she is unhappy.
(40) Sheila is rich [I don’t suggest this contrasts] she is unhappy.
(41) * Sheila is riclstrongly but she is unhappy.

(42) * Sheila is ricimot but she is unhappy.

Iten points out that there is a difference betwieatrand the linguistic expressions
(between square brackets) which would have to be taken as synonymobstwit
on conceptual accounts. She maintains that unlike (39) and (40) which are
perfectly acceptable, (41) and (42) are neither grammatical nor iridigre

Wilson and Sperber’'s (1993) three tests show that the linguisaainge
encoded byutis best analysed in procedural terms. As far as my clessoin of
linguistic expressions in English (given in the last chapter)orscerned,but
comes in the second category namely ‘purely procedural linguistic expressions’.

This section has presented a brief analysis which supports the padcedur
account ofbut Next section investigates the general procedure encodédtby
and shows how this procedure is implemented to reach the four itatigre

derived inbut-utterances.

4.3.1.3. ‘But’: a Relevance-Theoretic account

Blakemore (1987, 2002) concentrates on the two main interpretatiobst of

namely, ‘denial of expectation’ and ‘contrast’. Her account demoastthatbut
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encodes a procedure which constrains the relevance of the utteravitdeh but

is used. According to her, the procedure encodebdubyeduces the processing
effort by pointing the hearer towards the contextual effect ef dlause it
introduces. In other words, the use lmft helps the hearer/reader see how the
proposition communicated in the clause it introduces is relevanthiat is
expressed in the first clause.

Blakemore (1987, 2002) argues for a unitary accoutiubfHer claim is
that the procedure encoded lmyt puts a single constraint on the relevance of the
utterance in which it occurs, no matter whether it encodes a ‘contrastneel'dé
expectation’. This procedure encodedtay, as given by Iten, (2005:147) is the

following:

(43) What follows (Q) contradicts and eliminates an assumption that is

manifest in the context.

Blakemore uses the procedure given in (43) to account for both ‘demdl’
‘contrast’ meanings obut In the case of ‘denial of expectation’, she uses

examples such as the following:

(44) John is a lawyéut he is in prison now.

The assumption manifest in the first clause of (44) is that ‘3bbnld not be in
prison’. It is usually known that lawyers work to save people foeing in prison;

thus it is unexpected (and rather strange) for John himself ton h@ison.
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However, this assumption is denied by the conceptual content iouttbause

‘he is in prison now’. Blakemore calls this type of denial as a ‘direct denial’.
Blakemore gives another type of denial where the propositional content of

the but-clause does not contradict and eliminate the assumption, bet tath

implicature communicated in the preceding clause. Consider the ifodjow

example:

(45) It is freezing outsideut John needs some milk for the kids.

As can be noticed, what is denied is not the truth-conditional conterassed in
the first clause of (45) but rather the contextual implicatorersunicated in the
first clause—that ‘John might be expecteatto want to got out’. Blakemore calls
this type of denial as an ‘indirect denial’.

Blakemore accounts for the contrast in two different ways. She (1987,
2002) argues that the contrdstt is a special case of the denpait She treats it
the same way as the denial of expectabaoihas in (44) wherdut encodes a
procedure of contradiction and elimination. Consider her example uked &g

(46):

(46) John is tabut Bill is short.

Blakemore (1987, 2002) accounts for this usbuifas follows: we might take the
first clause ‘John is tall' to imply that ‘Bill is tall toaf John and Bill are twin
brothers. In this case the implicature manifest in thedlestse ‘Bill is tall too’ is

denied by théut-clause ‘Bill is short’. However, Blakemore (1989:17) accounts
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for the contrasbut in a different way. She claims that the contrast cadeubf
involves a different procedure from that involved in the denial CHses, she
claims thatut should be treated as having more than one single meaning.

Hall (2004:199) develops an interesting accouriutf She claims that the
procedure encoded bput suspends an inference that would result in a
contradiction with what follows. Consider (45) repeated below 449 ¢or

convenience:

47) It is freezing outsideut John needs some milk for the kids.

As can be noticedhut in (47) introduces a clause the propositional content of
which provides a suspension of an inference that might be derivedHeofirst
clause such as ‘people do not get out in freezing weather’. ffiei®nce is cut-

off or suspended by thHmut-clause.

The discussion presented above shows that theorists have differest view
regarding the procedural meaning encodedbly Blakemore and Hall analyse
the procedure encoded but in different ways. Building on that, | argue thait
in English encodes a general procedure the different implementatiomicf
put constraints on the interpretation of the utterances in whicleur®cThus, the
implementation of this general procedure results in generating folareatt
constraints on the interpretation of the utterance in whighoccurs, namely
‘denial’, ‘contrast’, ‘correction’” and ‘cancellation’. | willlaim that these four
implementations of the procedural meaningboit are translated as different
linguistic expressions in SAakinna, bainama lakin andbal as will be discussed

in the next section.
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4.3.2. ‘But’ as encoding a general procedure

The ambiguity account dbut proposed by Anscombre and Ducrot (1977) and
Horn (1989) has been argued against by Iten (2005). Iten’s argument isohased
two claims. On the one hand, she maintains that a word which hashaorerte
linguistic expression equivalent to it in other languages does not thatthe
word is ambiguous and she gives an example of the word ‘cousin’ in Er@fish.
the other hand, she argues thabuft in English is ambiguous then sentences
containingbut must be ambiguous which, we do not find in English.

Iten’s argument seems to be corrdgut in English is never ambiguous.
The different readings ofbut, i.e. ‘denial’, ‘contrast’, ‘correction’ and
‘cancellation’ stem from the fact thaut is a sense-general linguistic expression.
But is not an ambiguous expression because the different interpmstati
communicated irbut-utterances are related. ‘Denial’, ‘contrast’ ‘correctiond an
‘cancellation’ come under one procedural umbrella. This, | claiteiscontrast’
encoded by the linguistic expressibat (this is discussed in more detail in the
next section).

My argument (Hussein forthcoming) will be thait is a DM that encodes

the general procedure given below:

(48) Treat the proposition communicated bylthieclause agontrastingwith
the assumption explicitly or implicitly communicated by the utterance of

the preceding clause.
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The above procedure is implemented in particular contexts to geribeate
different meanings communicated bytutterances namely: ‘denial’, ‘contrast’,
‘correction’ and ‘cancellation’. My claim is that the four SA lingfic expressions
corresponding tdout are not exact translations of the linguistic expressor) (
but rather translations of the specific implementations of tbeepiure encoded

by but

4.3.2.1. Lakinna: the ‘denial but’

Data from SA show that there are four different lexical iteorsesponding tbut
in English. The argument (Hussein forthcoming) will be that each eétlexical
items stands for a translation of one of the different implemtiens of the

general procedure encodedlayt as shown in the figure below:

But
denial contrast correction™ cancellation
(Imp1) (Imp 2) (Imp3) (Imp4)
lakinna bainama bal lakin

(Transl) (Trans2) (Trans3) (Trans4)

Figure 8: But as encoding a general procedure

The first implementation of this general procedure leads to the ldénia

expectation meaning communicated bot-utterances. The translation of this
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implementation would bdakinna in SA. This implementation can be put as

follows:

(49) What followdakinnadenies and replaces an assumption communicated

by what precedes it.

Consider the following example for demonstration:

(50) jon lisun lakinna-hu  tayyibu al-galb
John thief but-he good heart
“John is a thiblit he is good-hearted”

As can be noticed, the assumption communicated in the first cta(S@) is that
John is not a good-hearted person on the expectation that ‘thieves godet
hearted’. However, this assumption is denied by the proposition commuhiicate
the clause introduced Bgkinna The use ofakinnain (50) does not contribute to
the truth-conditional content of the utterance. The utteranteasif and only if

the two propositions ‘John is a thief’ and ‘John is good-heartedtraee The
contribution oflakinnalies on the implicit level. It constrains the inferential gha

of the utterance interpretation by guiding the hearer to interprgtrdposition
communicated in thiakinnaclause as denial and replacement of the assumption
in the first clause. In other words, this implementationhef grocedure points to
the hearer that thakinnaclause achieves relevance as denial and replacement of

the assumption communicated in the first clause.
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The other three translations (in SA) cannot be used for this impleimeanta
of the procedure encoded by the Englisiy the use obainama bal andlakin is

not accepted in (50):

(51) a. John is a thifkinna he is good-hearted.
*b. John is a thidéfal he is good-hearted.
*c. John is a thiéfainama he is good-hearted.
*d. John is a thi¢dikin he is good-hearted.

4.3.2.2. Bainama: the ‘contrast but’

Unlike lakinna which is the translation of the ‘denial’ implementation of the
general procedure encoded lwit, bainama is translation of the ‘contrast’
implementation. Given thabainamain SA is analysed as encoding a contrastive

relationship between two propositions:

(52) What followdainamacontrasts a proposition explicitly communicated

by what precedes it.

Consider the following example in whidiminamaindicates a simple contrast

between two states of affairs:

(53) ‘umar-un  gasun bainama zaid-un  _awil-un
Omar short but Zaid tall
“Omar is shdntit Zaid is tall’
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As can be noticedhainamain (53) indicates a contrastive relationship between
two states of affairs: ‘Omar is short and ‘Zaid is ta8imilar to lakinna the
contribution made byainamadoes not affect the truth-conditional content of the
utterance. The utterance of (53) is true if and only if both proposit@nmef is
short’ and ‘Zaid is tall’ are true regardless of any contrastlationship between
them. The contribution made Hyainamais operative on the implicit level by
guiding the hearer to see that the proposition communicatdzhibpmaclause
achieves relevance as a contrast of the proposition communicated first
clause. There is no denial-of-expectation meaning involved Wwhie@amais used.

In addition, the other two translations, il andlakin cannot be used for the

contrast implementation referred to here:

(54) a. Omar is shdoiinama Zaid is tall.
?b. Omar is shdakinna Zaid is tall.
*c. Omar is shohal Zaid is tall.

*d. Omar is sholakin Zaid tall.

It is interesting to say th#dkinnacan be used instead lphinamain (54).
However the interpretation would be differentldkinnais used, the proposition
communicated in théakinnaclause is interpreted as a denial of the assumption
communicated in the first clause. This could happen in scenarios Wnear and
Zaid are taken to be twin brothers, which indicates that bothtadlre The
implication then is that ‘Zaid is tall’ too. However this inggltion is denied by

the proposition introduced by tlhekinnaclause.



231

4.3.2.3. Bal: the ‘correction but’

The translation of the third implementation of the general proceduceletdy
but is bal which is used as a correction marker in SA. It is usually ulsed
speakers to correct previous assumptions in discourse. It is ngguded in

religious texts specially the Holy Quran. Consider the following example:

(55) 'am yaqgiiha bihi  ginatun bal ga’ahum bilag
Or theysay inhim madnessit  broughtthem  with truth
‘Or say they: “There is madness in him?” Niayt he brought them the truth.’

(The Holy Quran: Part 23, Verse 70)

In this verse, the Almighty God (Allah) defends his prophet Muhammad€jeac
upon him). The disbelievers referred to in the clause that prebatlascuse the
prophet of being mad because he is asking them to worship one god.bhil-the
clause, Allah corrects the disbeliever’'s assumption and points auhéhprophet
is not mad but is the messenger of truth to mankind.

Bal in (55) does not encode a denial-of-expectation meaning. It is not the
case that the disbelievers in the first clause expecthbairophet to be mad, but
rather accusing him of madness. So, the purpose dfalheause is not to deny
any contextual expectation. The use of Had-clause is rather to correct the
disbeliever’s judgement that the ‘prophet is mad’ and replacght'asmessenger
of truth’. Building on that, the claim is that ‘correction’ is amplementation of
the general procedure encoded byt and that the translation of this

implementation into SA ibal:
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(56) What followsal corrects and replaces an assumption explicitly

communicated by what precedes it.

Consider another example:

(57) a. 'uku-ka tusbihu-ku tamaman
sister-your like-you exactly
b. hiya laisat tin bal ‘umm3i
She  not sister-my but mother-my

“a. Your sister looks exactly like you.”
“b. She is not my sisteut my mother.”

The use ofbal in (57b) contributes the inferential part of the utterance
interpretation in the sense that it guides the hearer to se¢hthgiroposition
expressed in thdal-clause is relevant as a correction and replacement of an
assumption communicated in the previous clause. Similarly, the diheg t

translations are unacceptable in the correction case:

(58) a. She is not my sisteal my mother.
*p. She is not my sist@kinna my mother.
*c. She is not my sisteainama my mother.

*d. She is not my sistkin my mother.

4.3.2.4. Lakin: the ‘cancellation but’

The last implementation of the procedure encodelutys translated akakin in

SA. Lakin is a DM which is used in an initial position in discourse. It isdu®
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introduce a clause which communicates a proposition that reta@grevious
proposition in discourse in the sense that the proposition inathe-clause
cancels the importance of the proposition in the previous discalossider the

following example:

(59) a. mdaabatu  baitika Sabihatun bi-tadsti  baiti 'abi yusuf

the terrace your house similar to the terrace house Abi Yusuf

blakin 'aba yusuf tarak baitahu wa ’abna’ahu ’igtala‘u
but dad Yusuf left his house and his kids pull out

al-$arah wa  hadam al-bait.
the tree and demolished the house.

“a. The terrace of your house is similar to the terrace of Abi Yusuf's house.”
“b. But Aba Yusuf left his house and his kids pulled out the tree and demolished

the house.”

(The Raspberry Tree: p80)

Unlike lakinna andbal, the use ofakin does not deny or correct an assumption
communicated in the preceding clause. The clause introducéakibpyin (59),
‘Aba Yusuf left his house and his kids pulled out the tree and ddradlithe
house’ neither denies the preceding clause ‘the terrace of your isaiselar to
the terrace of Abi Yusuf's house’ nor corrects it.

The clause introduced Ibgkin in (59) is a cancellation and replacement of

the proposition communicated in the preceding clause. In this dakisepoints
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to the hearer that the proposition communicated byldka-clause is more
important and significant than the proposition communicated by the preceding
clause and that it has to cancel and replace it: The impletio@ntan be put as

follows:

(60) What followdakin cancels and replaces a proposition communicated by

what precedes it.

Consider another example to demonstrate |tian is the best translation of this

implementation:

(61) a.’unar al-‘add-u min al-as yatgmma'una fi 8shti al-baldah

look many of people gathering in square the town

blakin limada gani‘'u-hum  yarfa‘una ‘aim-an  _lndr-an

but what all of them carry flags green

“a’. Look! Many people are gathering in the town square.’

“b.But, why are they all carrying green flags?”

Lakin in (61) introduces a clause, the proposition of which relates to the
proposition in the previous clause. It guides the hearer to see thabfiwsition
it introduces cancels the importance and significance of the prioposit the
previous clause. There is no, denial or correction involved in thiscfdakin,

which means that the other three translations cannot be used instead:
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(62) alLakin, why are they all carrying green flags?
*b.lakinna, why are they all carrying green flags?
*c.bal, why are they all carrying green flags?

*d.bainama, why are they all carrying green flags?

In this section, | argued for a unitary accounbaf, which encodes as a
general procedure that constrains the implicatures by reducingralesping
effort in recovering the intended interpretation of the clausaridduces. | have
pointed out that the application of this procedure enables the Hearecover
four different meanings communicated lututterances. These meanings are
‘denial’, ‘contrast’, ‘correction’ and ‘cancellation’. These founeanings

recovered irbut-utterances are represented by four different lexical items in SA.

4.3.3. The case of ‘fa’

4.3.3.1. Fa as a coordinating conjunction

Fa in SA is used as a coordinating conjunction. It grammatically betasiea
(and in the sense that it links two or more clauses and/or phrdsegver, it
differs fromwa in two aspects: morphology and semantics. On the morphological
side, unlikewa, fa is used as a prefix (bound morpheme) attached to the first noun

or verb in the second conjunct:

(63) a. ra'ait-u amd-an fa-halid-an
saw-| Ahmad fa-Khaled
“I saw Ahmdd Khaled.”



236

b. ra’ait-u atmad-an wa halid-an
saw-I Ahmad and Khaled
“| saw Ahmadhd Khaled.”

(64) a. dahla amad-un  fa-galasa ‘ala  al-kurs
camein Ahmad fa-satdown on the chair
“Ahmad came fa sat down on the chair.”
b. a. daita amad-un wa galasa ‘ala  al-kdrs
camein Ahmad and satdown on the chair

“Ahmad cameamd sat down on the chair.”

On the semantic levefa encodes further meanings not encodedmay
such as ‘sequentiality’, ‘immediacy’, ‘non-intervention’ and ‘caugalitAs
regards ‘sequentiality’ (temporal orderingg,indicates that the events (or actions)
described in the two conjuncts linked faytake place in a chronological order.

Consider the following examples:

(65) aga’a ‘umar-un fa-zaid-un ila aldfla
came Omar fa-Zaid to the party

“Omda Zaid came to the party.”

bga'a ‘umar-un wa zaid-un ila aldfla
came Omar and Zaid to the party

“Omand Zaid came to the party.”

On the syntactic level, there is no difference between (65a)6&Mh); (othfa and
wa function as coordinating conjunctions. However the difference lies on the

semantic level. The difference in meaning between (65a) and (65b) is very clear to
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native speakers of ArabigVain (65b) does not semantically give any indication
of sequentiality (temporal ordering). In other words does not semantically
specify any temporal ordering of the events. In this sense, an utterfa(@®b)

can have three interpretations:

(66) a. Omar cantefore Zaid.
b. Omar canadter Zaid.
c. Omar and Zaid camiethe same time

However,fa in (65a) semantically encodes a temporal ordering of the two actions
the action in the first clause takes place before the actiomeirseécond clause.

Given that, (65a) can only have one interpretation:

(67) Omar camiefore Zaid.

Another piece of evidence thi@in SA encodes ‘sequentiality’ is that it is
used to link events (or actions) but not ideas (or states). davn$ie following

examples:

(68) a.tanawala &atad-un gada’a-hu fa-Sariab-a ka'san min  &kS
had Ahmad lunch-hia-drank-he cup of tea
“Ahmad had his lurfehdrank a cup of tea.”

b. tanawal ahad-un gada’a-hu wa Sariab-a ka’'san min  al-S
had Ahmad lunch-hignd drank-he cup of tea
“Ahmad had his luresid drank a cup of tea.”
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As can be noticedfa in (68a) indicates that there is a sequential relationship
between two actions: ‘having lunch’ and ‘drinking a cup of tea’; titaction in
the first clause takes place before the action in the second clause.

Fa, in such uses, has the meaning of the Enghgm which has three
meaning®* : ‘sequentiality’, ‘immediacy’ and ‘contiguity’. As regards
‘sequentiality’,thenindicates that actions occur next in order of time. Concerning
‘immediacy’, it indicates that one action takes place at thenemd immediately
following another action. Regarding ‘contiguity’ (non-interventithgnindicates
that an action takes place directly after another action.

The concept of sequentiality can also be communicated in (68bjwbhe
actions in this sentence can be interpreted as taking place in temporagyrider
the action in the second clause takes place after the antithe ifirst clause.
However, sequentiality in this case is not encodeadpyit is rather pragmatically
derived. It can simply be denied by adding the phrase ‘but not in thes’ @fter

(68b):

(69) a. Ahmad had his lunela drank a cup of tea /but not in this order/.
*b. Ahmad had his lunéa drank a cup of tea /but not in this order/.

By contrastfa cannot be used to link ideas or states. Compare the aceepsais|

of fain (64a) and (68a) to the unacceptable uses of it in (70) and (71):

% Picked up from OED at the following link:
http://dictionary.oed.com/cgi/entry/50250557?quéype=word&queryword=then&first=1&max_
to_show=10&sort_type=alpha&result place=1&searchpidra-FaVYKe-
2172&hilite=5025055Retrieved on Saturday 28/03/2008 at 3.30 pm.
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(70) *al-gaw-wu brid-un  fa-al-kahrala’u magqi‘a
*the weather cold fa-the electricity  off
*The weather is cdid the electricity is off.”
(71) *yatu al-rasab ‘ala al#h fa-tatamaddad al-madin
*float thewood on the watarexpand metals
bil-lararah
by heating
**Wood floats on watarmetals expand by heating.”

As can be noticeda cannot be used in (70) and (71) because ideas and states do
not have sequential relations. For connecting clauses or phrasessaxprideas

or statesyais used in SA. (70) and (71) can correctly be usedwsétbut notfa:

(72) The weather is colda the electricity is off.
(73) Wood floats on watara metals expand by heating.

It can be noticed that sequentiality is communicated in Wathn fa-utterances.
The difference is that ifa-utterances, it is linguistically encoded while vira-
utterances it is pragmatically conveyed.

Grice (1967) argues thand (wa®) in natural language is identical to the
truth-functional logical counterpart ‘&’, which means that the teonjuncts in
and-utterances have the same truth-conditional status. Any other asmwsnpt
communicated inandutterances would be considered as conversational

implicatures pragmatically conveyed. For instance, the temporal mgderi

% Unlike wa, fa in SA is not truth functional. There is a diffecenbetween the truth-conditional
content of the two conjuncts linked fa In ‘Ahmad had his lunciva drank a cup of tea’, the two
conjuncts can be put in any order because thegaural in truth conditions. However in ‘Ahmad
had his luncHa drank a cup of tea’, the only possible order & the event in the second conjunct
follows the event in the first conjunct.
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communicated inandutterances is analysed by Grice as conversational
implicature due to the manner submaxim ‘orderliness’. Given thatittarance

such as (69a) implicates (74) below:

(74) Ahmad had his lun@nd thendrank a cup of tea.

For Grice, theand theninterpretation ofindis not a part of the truth-conditional
content of the utterance in whiemdis used simply because it is not encoded by
the linguistic form of the utterance but rather pragmatically derived.

Francois Recanati (1989, 1993, 2004), Kent Bach (1994, 2000), Anne
Bezuidenhout (1997, 2002), and Stephen Neale (2000) generally agree with Grice
thatand in natural language is equivalent to the truth-functional logicalabpe
‘&’. However, they disagree with him as regards the analysis ofteimporal
ordering and causal relations communicatedabg utterances. Unlike Grice,
these pragmatists argue that the temporal and causal relediemsunicated by
andutterances (though pragmatically conveyed) are not conversational
implicatures. According to them, such relations are the outcomehef t
development of the logical form @&ndsentences. Since they are inferred by
developing the logical form, these relations are analysed as congiliatthe
truth-conditional propositional content of the utterance in whiwnthis used. This
is known in RT as ‘explicature’ where pragmatics plays a role terahéning the
truth-conditional content of the utterance.

To show that temporal and causal relations communicatednth

utterances contribute to the propositional content of the utteraesesychers in
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RT use the ‘embedding’ test (Cohen 1971) or the Scope Criterioneaar(&i

1989, 1993) calls it;

A pragmatically determined aspect of meaning is part of what is
saic’® (and, therefore, not a conversational implicature) if - and,
perhaps, only if — it falls within the scope of logical operators such

as negation and conditionals.

According to this criterion, temporal ordering and causal relationsncoricated
by and-utterances contribute to the explicature ‘what is said’ bedheyecan fall

under the scope of negation and/or conditionals:

(75) a. Ahmad did not have his luraotid drank cup of tea, but (he) drank a
cup of tea and had his lunch.
Or: b. Ahmad had his lunand drank a cup of tea (but not in this order).

(76) If Ahmad had his lun@md drank a cup of tea, then he would have come

back to work now.

According to the negation scope criterion, the explicature in (74) tisabden
pragmatically inferred by developing the logical form of (68b) is déalde as
can be noticed in (75a-b). This is compatible with Carston’s (2002) nofion
cancellable explicatures, in which she argues that what is ptegily conveyed
can be cancelled no matter whether is it is communicated onxpieiteor
implicit level. By contrast, temporal ordering expressedahutterances is not

pragmatically conveyed, but rather linguistically encodedabyt is part of the

% The notion of explicature in RT is referred towakat is said’ by Recanati and Levinson.
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truth-conditional propositional content of the utterance. In other watds,
contributes to the explicature (what is said) by the utterancehasdttcan come

under the scope of logical operator such as conditionals:

(77) If Ahmad had his lundha drank a cup of tea, then he would have come
back to work now.
The sequential relation communicatedfautterances is different from
that communicated iwa-utterances. In the latter, this relation could not be
cancelled because it is linguistically encoded and not pragniatiofdrred, as

was demonstrated in (69b) repeated here as (78).

(78) *a. Ahmad had his lun¢a drank a cup of tea (but not in this order).

The sequentiality linguistically encoded by can be understood in two
ways: ‘immediate sequentiality’ and ‘non-interventional sequiiytial refer to
the former as ‘immediacy’ and to the latter as ‘non-interventiogating both
meanings as two subcases of ‘sequentiality’. Regarding the firstaseibc
‘immediacy’, fa indicates that there is a very short time span betweenvér e
described in the first conjunct and the event described in the seoophct.

Consider the following example:

(79) @rab zilallun  ‘anf-un al-balada fa-tahaddamat al-‘ad
hit earthquake strong the counfiycollapsed many
min al-manil
of buildings

“A strong earthquake hit the courfigrynany buildings collapsed.”
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Fa, in (79), indicates that there is very short time separatingeleet the two
events, namely ‘an earthquake hitting the country’ and ‘many buildingpseta

The short-time span encoded fayis not defined, but it is very short, as can be
noticed in (79). It is generally known that in cases of strong earthquakes
buildings collapse in few seconds or minutes. Given faah SA cannot be used
with temporal adverbs such as ‘immediately’ or ‘promptly’ since shert-time

span or the ‘immediacy’ meaning is already encodefdby

(80) *A strong earthquake hit the counfiymany buildings collapsed

immediately

(81) *A strong earthquake hit the countaymany buildings collapsgaromptly.

The meaning of ‘immediacy’ encoded Hg is not ‘punctual’. The
linguistic import offa does not give a specific point of time in which the second
event or action takes place. Given that,cannot be used with punctual time

adverbials such amn Mondayor at 10.30 am

(82) *A strong earthquake hit the country on Surfdapany buildings
collapsedn Tuesday

(83) *A strong earthquke hit the conutry at 10:00famany buildings
collapsedt 10:30 am

However the meaning enocdedflyin this use can be understood as ‘durational’.

In other words,fa indicates that the second event takes palce shortly (or
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immediately) after the first event and lasts for a rel§til@ng time. Building on

that,fa can be used with durational time adverbials:

(84) A strong earthquake hit the couritrynany buildings collapsealver the

next few days

(85) A strong earthquake hit the couritrynany buildings collapsediring

the following few hours

(86) A strong eartherquake hit the coumtmyMondayfa many buildings

collpasetill Tuesday

The short-time-span meaning encodedféycan be contrasted with the
long-time-span meaning encoded by another coordinating conjunttimma
Unlike fa, tummaindicates that there is a long period of time separating between

two events or actions.

(87) a. nara al-fallai al-budra tumma azhar-at
sow the farmer the seeddumma flowered-they
“The farmer planted the s¢aasna they flowered.”

b. * natra al-fallain al-budra fa- azhar-at
sow the farmer the seed$a- flowered-they
“*The farmer sow the sefadhey flowered.”

The use offa is not acceptable in (87b) because the period of time sejarati
between ‘planting of seeds’ and ‘flowering of seeds’ is relativahglcompared

to the period of time separating between the two events descrilfed)irBy the
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same tokentummacannot be used insteadfafin (79) because the period of time

separating between the two events is very short:

(88) a. *arab zilal-un ‘anf-un al-balada tumma tahaddamat al-‘ad

hit  earthquake strong the countgumma collapsed  many

min al-manil

of buildings

“*A strong earthquake hit the counttynma many buildings
collapsed.”

The short-time span cannot be encodedwsy However it can be

pragmatically communicated wwa-utterances by developing the logical form of

the sentence containimgg:

(89) darab zilal-un ‘anf-un al-balada wa tahaddamat al-‘ad
hit earthquake strong the couarry collapsed many
min al-maanil
of buildings

“A strong earthquake hit the couiatngd many buildings collapsed.”

Given general knowledge of the world, the hearer will be able totimd¢ there is
a very short period of time separating between the two events inf{@89.what

iIs communicated by (89) is the explicature given in (90):
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(90) A strong earthquake hit the couratnd immediately after that many

buildings collapsed.

Since wa does not encode ‘immediacy’, and the explicature in (90) is

pragmatically conveyed via free enrichment, then this explicature is lzdeel

(92) A strong earthquake hit the coumtaymany buildings collapseoh

the next day /the forthcoming week/a year later/.

This cannot be the casefarutterances because ‘immediacy’ is not pragmatically
inferred infa-utterances but rather linguistically encoded. Thus the explicature i

uncancellable:

(92) *A strong earthquake hit the courfaymany buildings collapseoh

the next day /the forthcoming week/a year later/.

Regarding ‘non-intervention’, it could be argued that the two conjuncts in
fa-utterances represent two events that take place directlyeaitd other in the

sense that no other similar events intervene. Consider the following example:

(93) zara 'umar-un dimasga fa-bagdada
visited Omar Damascuda-Baghdad

“Omar visited DamasdadBaghdad.”

Fain (93) encodes that Omar’s visit to Baghdad took place directly aftevisit

to Damascus, only in this sense that no other visits took placewedietIn this
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respectfa can be contrasted witbommawhere other comparable actions can take

place in between:

(94) Omar visited Damascusnma Baghdad.

Tummain (94) indicates that visiting Damascus does not take pleeetly after
visiting Baghdad,; it could be that Omar visited another country befsrenyi
Baghdad.

The non-intervention meaning linguistically encoded fay can be
pragmatically communicated wa-utterances. Thus (95) can communicate the

explicature in (96). However, this explicature is cancellable as can bend&&i:

(95) Omar visited Damascus Bagdad.
(96) Omar visited Damascws directly after that (he) visited Baghdad.
(97) Omar visited Damascus Baghdad/but he visited some other capitals in

between/.

The last meaning encoded faywhen used as a coordinating conjunction
is ‘causality’. In this usefa indicates that there is a cause-effect relationship

between two actions joined lig. Consider the following examples:

(98) saqat Zaid-un ’ar@n fa-'asaba rukbata-hu
fell Zaid dowrfa-hurt leg-his
“Zaid fell dowfa (he) hurt his leg.”

(99) 'ahana _ahd-un mona fa-taraka-t al-&fla
Insulted Khaled Mona fa-left-she  the party
“Khaled insulted Mofashe left the party.”
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Fa in (98) indicates that the action expressed in the second coriaid’s
hurting his leg’ happens as a result to the action expressed finstheonjunct
‘Zaid’s falling down’. The same goes for (99) where the second a@flona left
the party) is a result of the first action (Khaled insulted Mona).

Causality can also be pragmatically communicated in the countargart

utterances; (98) and (99) can also be utteredwath

(100)  Zaid fell downva (he) hurt his leg.
(101) Khaled insulted Monaa she left the party.

(100) and (101) communicate that the action in the second conjunct hapens a
result of the action in the first conjunct. However the causeteféationship

communicated in these two utterances can be cancelled:

(102) No, Zaid did not fall over and hurt his leg. He hurt his leg and fell over
(103) No, Khaled did not insult Mona and she left the party. She left the party

and he insulted her.

When used as a coordinating conjunction, it is quiet hard to findrd-
to-word translation offa in English. This is due to the syntactic difference
betweerfa in SA and the corresponding expressions in English nanhelgand
so Unlike fa, soandthenin English are not used as coordinating conjunctions. So
the challenge is to find a linguistic expression whose meanieguisalent to the
meaning offa and functions as a coordinating conjunction. The only way to get
out of this problem is to consider a two-word translatioriaofFor instance, in

order to show thaf is a coordinating conjunction, behaving li&edin English



249

and highlight the extra meanings it encodes, we should translatantiakenin
the case of ‘sequentiality’, ‘immediacy’ and ‘non-intervention’ amd soin the
case of ‘causality’. Building on that, a translatiorfafn (68), (79), (93) and (99)

could be given in (104), (105), (106) and (107) respectively:

(104) Ahmad had his lunéta drank a cup of tea.
“Ahamd had his lun@nd thendrank a cup of tea.”

(105) A strong earthquake hit the couri&rynany buildings collapsed.
“A strong earthquake hit the courgnd then many buildings
collapsed.”

(106) Omar visited DamasciasBaghdad.

“Omar visited Damascasd then Bagdad.”

(207) Khaled insulted Morfa she left the party.

“Omar insulted Morend soshe left the party

As far as the truth-conditional/non-truth-conditional distinctiosn i
concerned, it can be noticed that the four meanings encoded by tdenatog
conjunctionfa contribute to the truth-conditional (propositional) content of the
utterances in whicka is used. The relations of ‘sequentiality’, ‘immediacy’, ‘non-
intervention’ and ‘causality’ can fall under the scope of a ldgiparator such as

‘if then’:
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(108) If Ahmad had his lundh drank a cup of tea, then he would have come

back to work.

(109) If a strong earthquake hit the couf@rynany buildings collapsed, then

the new government would have been in a real challenge.

(110) If Omar visited DamascitssBaghdad, then he would have spent all his

savings.

(111) If Khaled insulted Morfa she left the party, then Khaled would have

put himself in trouble.

4.3.3.2. Can ‘fa’ encode a procedure?

It is not clear whether the conceptual/procedural distinctiorapaty to the four
meanings encoded bia (when used as a coordinating conjunction). Two of
Wilson and Sperber’s criteria show that the meaning encodéalisyrocedural.
These are ‘accessibility to consciousness’ and ‘semantic coiopasiy’. As for
the first criterion, it is noticed that native speakers ofofrdind it hard to come
up with a conceptual representation faf They would struggle to answer a
question such as ‘what doda mean?’. They will not be able to give an
explanation of (or paraphrase) this linguistic expression. However wiitlefind
it much easier to demonstrate by example fevg used. My own analysis of its
meaning has been arrived at after considerable thought and research.
Regarding the second criterion, it is known that conceptual represastati
can combine together to form larger complex conceptual representdioms.

instance, the concept ZIIA. ‘EARTHQUKE' can combine with ‘ANF
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‘STRONG’ to form the larger concept ZIA ‘ANIF ‘STRONG
EARTHQUAKE'. In fact, it is not clear whethda can enter this sort of semantic
compositionality or not. The reason behind that could be the morphological nature
of fa. It is known thafa in SA is used as a prefix (bound morpheme) with nouns
and verbs, which means that it can combine with other linguigbiessions. For
example fa in (63) combines with the nounald’ (Khaled): fa-halid and in (64)
it combines with the verbgalasa’ (sat down)fa-galasa. But the question that
arises now: does this sort of combinations exhibitedfédbyead to complex
conceptual representations in the same way ZILAnd ‘ANIF do. The answer
would definitely be ‘No’. The combination & with other linguistic expressions
does not result in larger complex representations. It is a merphoiogical
combination due the morphological naturdafvhich is always used as a bound
morpheme.Fa does not add any conceptual import to the v@alasa in the
combinationfa- galasa The same goes for the combinationfaalid. This is
not a larger complex combinationfafandgalasa but rather a morphological one.
By contrast, Wilson and Sperber’s third criterion shows that thenimg
encoded byfa is conceptual. According to their truth-evaluability test, if a
linguistic expression contributes to the truth-conditional (pritiposil) content of
the utterance in which it occurs, then this linguistic expressioonseptual. We
have seen that the four meanings encodefd bgntribute to the truth-conditional
content of the utterances in whitdhoccurs. The relations encoded faycan fall
under the scope of logical operators as has been demonstrated in 1008), (

(110) and (111).
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If we assume that the conceptual/procedural distinction appligbeto
linguistic expressiorfa, then the claim would be th# encodes a procedural
meaning that instructs the hearer to derive the four conceptsssep infa
utterances, namely ‘sequentiality’, ‘immediacy’, ‘non-interventiorsnd
‘causality’. In this respect, the four concepts expresséalutterances are not the
conceptual encoding of the linguistic expresdmiut rather the outcome of the
implementation of the general procedure encodefhbyhis general procedure

can be put as follows:

(112) Treat both conjunctsferutterances as related constituents in a higher
cognitive super-ordinate topic where the event expressed in the first
conjunct precedeand/or causes the event expressed in the second

conjunct.

This general procedure encodedfayut constraints on the explicature of
the utterances since the four concepts generated by this proceduileut®no
the truth-conditional content of the utterances in whecloccurs. By contrast,
there is no such procedure encodedaay The four concepts are pragmatically
conveyed inwa-utterances by developing the logical form of the sentence

containingwa as shown in the figure below:

3" ‘precedes’ here stands for ‘sequentiality’ inchgithe two subcases of ‘immediacy’ and ‘non-
intervention’.
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A wa B A fa B
Conl ColnB Con2 Conl C(1n3 Con2
sequentiality and causality% sequentiality and causz‘;ality
— immediacy —> immediacéy
— non-interventié)n L—» non-intervéntion
FREE ENRICHMENT PROCEDURAL ENCODING

Figure 9: Free enrichment vs. procedural encodingniwa and fa-utterances

To sum upfain SA is syntactically used as a coordinating conjunction.
Like wa, it connects two or more phrases (or clauses). Howefeeris
morphologically and semantically different froma. It is used as a prefix (bound
morpheme) with the first noun and verb in the second conjunct. Fudherih
encodes a general procedure that instructs the hearer to denne esdra
meanings not encoded lya. As far as the truth-conditional/non-truth-conditional
distinction is concerned, all the meanings derived by implementingeheral
procedural meaning encoded faycontribute to the propositional content of the

utterances in whicfa occurs.



254

4.3.3.3. ‘Fa’ as encoding an inferential procedure

Fain SA is not always used as a coordinating conjunction. There issenehere
fa does not conjoin two phrases or clauses as we have in (63) anad (49.use,

fa introduces an independent sentence which involves some sort of reldtion
the previous sentence. In this ukejs always preceded by a full stop. Consider

the following examples:

(113) yamfi‘'u ‘umar-un al-tgsla fi 'ayati  mubat.

can Omar scoring in any game
fa-huwa  #‘ib-un munmiz
fa-he player excellent

“Omar can score in every gaf@he is an excellent player.”

(114) yamfi‘'u amad-un  al-gigda bi-dni murafigen ’al-'ana.

can Ahmad driving without  supervisor  now.
fa-huwa lagzla ‘ala ruhati al-giyada al-d'ima
fa-he got on license the driving the full

“Ahmad can drive without a supervisor nBahe has got his full

driving licence.”

As can be noticeda in (113) and (114) is not used as a coordinating conjunction.

It is rather used to introduce a new sentence the proposition cifi vghielated to
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the proposition expressed in a previous sentence. In this respectacannot be

used instead dh&:

(115) *Omar can score in every gaiamma he is an excellent player.
(116) *Ahmad can drive without a supervisor ndwmma he has got his

full driving license recently.

This use offa corresponds to the inferential usesofreferred to in the
relevance-theoretic procedural analysis of linguistic exprassi Blakemore
(1988:184) points out thato in English can either be used to express a causal
relation between two events or states of affairs or indicaiafarential relation

between two propositions in discourse. Consider the following examples:

(117) a. David fell dowrsSohe broke his arm.

b. John drank three glasses of vo8kée got intoxicated.

(118) a. There was some porridge in the fridgghe guy hadn’t eaten
everything.

b. Omar is your frien8ohe must help you.

In (117a-b), the proposition introduced Iso is interpreted as a causal
consequence of the state of affairs expressed by the propositionfirsttictause.

In other words, the proposition of tke-clause is interpreted as an ‘effect’ to the
‘cause’ referred to by the proposition expressed in the first eldtdiswever, in
(118a-b), the proposition introduced §gis interpreted as a logical consequence

of the proposition expressed in the first clause. The proposition expriesde
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soclause is interpreted as a ‘conclusion’ to the ‘premisgferred to by
proposition expressed in the first clause.

Blakemore (1988) argues that meaninga(in the inferential use) cannot
be analysed in terms of the contribution it makes to the propositimressed by
the utterance containing it, but should be analysed as a constrénat i@evance
of that utterance. The meaning encodedsbyninimises the hearer’s processing
effort by guaranteeing that the information communicated by the ndtera
containing it is relevant in a specific context. For instanceptéaning encoded
by soin (118b) indicates that the hearer is expected to process thenoéen a
context where the proposition introduceddwyis interpreted as a ‘conclusion’ to
the ‘premise’ in the first proposition. To put that differently, theameg encoded
by soindicates that the relevance of the proposigsomntroduces lies in the fact
that it is a contextual implication of the first proposition (Blakeen1988:188).
The effect of using linguistic expressions sucls@s (118b) is to constrain the
hearer's choice of context during the process of the utterategpretation. For
instance, for the hearer to achieve an interpretation consigtérthe principle of

relevance, he must apply another assumption such as the following:

(119)  Friends must help each other.

In (118a-b) the meaning encoded by does not contribute to the truth-
conditional content of the utterance in which it occurs. A & B is imuenly if A
is true and B is true no matter whether there is an infateetation between the

propositions or not.
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Like soin (118a-b)fa in (113) and (114) encodes a procedural meaning
that contributes the inferential phase of the utterance intatjore by instructing
the hearer to interpret the proposition introducedalys a contextual implication.
The meaning encoded g puts constraints on the relevance of the utterance in
which it occurs by pointing to the hearer that the proposition esguleby the
clause introduced bfa is relevant as a ‘conclusion’ to a ‘premise’ expressed by
the proposition communicated in the first clause. In this usetH&éenferentialso,
fa does not contribute to the truth-conditional (propositional) content of the
utterance. In other words, the inferential connection encodéal diyes not affect
the truth of falsity of the two propositions in the utterance. THnad (Omar can
score in every game) and Pro2 (he is an excellent playeryweerdgardless
whether Pro2 follows form Prol or not. In this respect, it can be duihae the
procedure encoded by the inferensalput constraints on the implicit side (the

implicature) of the utterance interpretation by introducing a conteixtyication:

(120) a. An excellent player can score in every game. (Pre 1)
b. Omar can score in every game. (Pre 2)

c. Omar is an excellent player. (Con)

For the hearer to reach an interpretation consistent with pencfpikelevance, he
has to supply an extra premise given in (120a) which is not linguigteratoded
in (113) but inferentially derived by applying the procedural meaning encoded by
fa.
Another linguistic expression-afa 'ayati il encodes a procedure that

provides the hearer with a different line of reasoning:
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(121) Omar can score in every gatAda 'ayati h al, he is an excellent player.

This procedure encoded bgla "ayati hil*® in (121) indicates that the proposition
expressed in the clause introduced &k “ayati hal is analysed as a ‘premise’ to
the ‘conclusion’ expressed by the proposition in the first clause. Theofine

reasoning in this case is different:

(122) a. An excellent player can score in every game. (Pre 1)
b. Omar is an excellent player. (Pre 2)

c. Omar can score in every game. (Con)

To sum up,fa in both use¥ (causal and inferential) encodes procedural
meaning. It gives instructions to the hearer during the process oftérange
interpretation. In the causal cade,guides the hearer to reach the concept of
causality which is not conceptually encodedf®yput rather by implementing the
procedural meaning encoded fay—both conjuncts are related constituents in a
general cognitive topic where the second conjunct is seen aqcemse of the
first. The procedure encoded by this uséadt puts constraints on the explicature
of the utterance because it contributes to the truth-conditional ntootethe

utterance in whichfa occurs. The procedure encoded by the inferefdiak

It is equivalent tafter all in English.

% This claim is compatible with Blakemore (1988) whshe argues that both usesofnstruct
the hearer in the process of the utterance intexfiwa: “This is not to say thato is ambiguous
between the non-truth-conditional sense discussetihé previous section and a further truth-
conditional sense. The use &6, as always, instructs the hearer to establish nderential
connection. The fact that this connection is intetgd as part of the propositional content of (23)
is due to the same factor that leads any hearenrich the content of a conjoined utterance—the
assumption that it expresses a conjoined propasd@ansistent with the principle of relevance.”
(Blakemore 1988:193)

“CThis is a departure from Blakemore (1988) where atgues thaso constrains the implicit
(inferential) level of the utterance interpretati@arston (1993:47) argues thst can constrain
either the implicit (inferential) or the explicitgpresentational) side of the utterance interpoetat
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slightly different. It instructs the hearer to find a cognitiméerential relation
between two propositions as ‘premise’ and ‘conclusion’ (Prol= peeéiBro2 =
conclusion). By contrast, this procedure encoded by the inferéattminstrains
the implicit side of the utterance interpretation because & doé contribute to

the truth-conditional content of the utterance in whahccurs.

4.4. Conclusion

This chapter has argued, contrary to what Al-Khalil (2005) claims,ON&s are
used in both standard and non-standard forms of Arabic as a matter of the
diglossic situation. We have seen that DMs suclakiana bainama lakin, bal
andfa are only used in SA, while other DMs suchbass la-heik, la-ha-sabap
ma‘nat-o andbi-ittal7 are only used in SYA as we will see in the next chapter.

The most important claim in this chapter is that CA is not thly o
framework for studying DMs in SA and SYA. The relevance-theoreticqulural
account proposed by Blakemore (1987, 2002) is and ideal and more appropriate
account to analyse DMs in both SA and SYA.

Building on the data given from SA, this chapter has argued thatMise D
lakinna, bainama lakin andbal all correspond tdut in English, which illustrates
that but encodes a general procedure the implementation of which leads to the
recovery of four different interpretations. It has been also arthatth (in all its
uses) encodes procedural meaning which controls either the explidhie

implicit side of the interpretation of the utterance in which it occurs
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CHAPTER 5

5. Procedural Expressions in Syrian Arabic

5.1. Introduction

Discourse markers in SYA have been little studied in the litszatTo my
knowledge, there is one single PhD (Al-Khalil 2005) on the use of DNEY/IA.
The study was conducted within the CA framework. Al-Khalil (2005:54d)nt3
that none of the approaches (e.g. coherence and relevance approaches) used f

studying DMs in the last 20 years are appropriate to the study of DMs in SYA:

These studies mentioned above partially focussed on the
relationship between the markers and the surrounding context but
what is more important here is to pay more attention to stret¢hes
discourse in order to be able to grasp the exact mechanism of how
speakers use discourse markers to signal an activity and how that
activity corresponds to the activities preceding and following it. It
Is crucial, therefore, to use a framework which allows theildei
analysis of turns at talk, and which has the ability to show us how

conversants do activities with words.
(Al-Khalil 2005:54)

Al-Khalil's main purpose is to show how DMs used in SYA affebe t
relationship between the preceding and the following turn construkctiomia

(TCU). So, it is crucial for him to study at what point of convéssaDMs are
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placed and how their activities depend on the placement. For exantpke 0V
tayyebis used TCU-initially then it is a request for explanati@yyeh what do
you mean by that?) and if it is used TCU-finally then it isguest for action (be
patient,tayyeb).

Al-Khalil's claim that CA is the only framework for studying DM
SYA is controversial. It can account for some (but not all) @igksd in SYA. For
instance, it cannot account for DMs suchbass la-heik, la-ha-sabapma‘nat-o
andbi-ittalr which cannot occur TCU-finally in CA terms. This chapter offams
alternative framework for studying DMs in SYA, namely the relevaheeretic
procedural analysis developed by Blakemore (1987, 2002). Unlike CA, the new
framework is not concerned with the point of conversation at whichta@rc®M
is used but rather the role played by the DM in determining what is naroated
by the utterance. It is generally known that the main concern of @Andaking
and how DMs are used by speakers to organise conversation. In otdsr ther
role of DMs in this theoretical framework is organisational. Hmvefor RT, it is
not necessary to consider turn-taking in order to understand and interpret
discourse. What matters in RT are the contextual effecteddny discourse units
and not how these discourse units are organised or how turns in a chonensa
distributed between participants. Building on that, the role of DMBT is to
constrain the choice of contextual effects which eventually congsbtd the
understanding and interpretation of discourse. Moreover, in restritsiely to
turn-taking, CA only takes account of issues that arise in one kindsodudse,

namely conversations (i.e. discourses in which several speakersaltexkating
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contributions), whereas RT is concerned with discourse in a moreagjseese,
one that includes, but is not exhausted by, the turns taken in a conversation.
This chapter is structured as follows: section 5.2 gives aihtrefiuction
to SYA as one representative of the non-standard form of SA andghighdiome
syntactic, morphological and semantic differences between SYA an8e&fion
5.3 discusses the procedural meaning encodédxy It argues thabassencodes
a general procedure that can be implemented to derive diffetenpretations
similar to the procedure encoded byt in English. Section 5.4 offers some
conceptual uses of the Diasswhich can also encode the meanings of ‘enough’,
‘stop it’ and ‘only’. Section 5.5 investigates the procedural meaningdeacby
the DMs: la-heik la-ha-sabab ma‘nat-o and bi-ittalz in SYA. Section 5.6 is a

conclusion

5.2. Syrian Arabic as a distinct language

In the Arabic diglossic situation, the standard and the non-staridans of
Arabic are quite different. This difference makes it necgdsatreat them as two
different languages. Cowell (1964) points out that the grammaticaitste of
Syrian Colloquial Arabic (as one of the non-standard forms) is aumou® and
must be described in its own right. For instance, the word order irs /50,

while it is SVO in SYA:

Q) a. gara’a al-walad-u al-dars-a (SA)
Vv S O
read+Pas the boy the lesson

“The boy read the lesson.
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b. al-walad ‘ara al-dars (SYA)
S Vv O
the boy read+Pas the lesson

“The boy read the lesson.”

The difference also involves phonology and lexis. On the phonological level,
many words which might be regarded as the same word in SA and &YA a

pronounced differently in the two. Consider some examples:

(2) SA SYA
[waraga] [wara’a] (a paper)
['than] [tnein] (two)
[chhab] [dahab] (gold)
[chnb] [zanb] (sin)

On the lexical level, a large body of vocabulary is used in SYA butnnS®A.

Here are some examples:

(3) SA SYA
_@Ghaba masa (to go)
sayyida sitt (lady)
zalameh Jal (man)
frmeh ‘imra’a (woman)

As we have seen in chapter 4, SYA is a Levantine variety of Arapaken in
Syria. This variety has three dialectal zones: Central Syrianhwhkispoken in
Damascus, Homs and Hama, Northern Syrian, spoken in Aleppo and Idleb and

Eastern Syrian, spoken in Al-Hasakah, Al-Raqgah and Deir Al-Zor. Tdrerao
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significant differences between the Central and Northeread®mbf Syrian Arabic;
they are similar in many aspects. However, the Eastern diaectucially
different. It is much closer to Iraqgi Arabic than to SyrianlAca As far as the
study of DMs is concerned, the concentration will be on one dialevacigity of
SYA, namely Central Syrian Arabic and more specifically the guken in
Damascus and the surrounding areas. It is the dialect that wéfdyeaed to in this
thesis as SYA.

In section 4.2.3, | have discussed the influence of diglossic situation in
Arabic on the use of DMs. It has been claimed that certails BiM used in one
form but not in the other. In section 4.3, | presented a setMx Whose use is
limited to SA. This set includelkinna bainama lakin, bal and fa. In this
chapter, | present another set of DMs which are only used in SYA. Thasasgre

la-heik la-ha-sababma‘nato andbi-ittali. Let us start withbass

5.3. The case of ‘bass’

Bassis a DM which is only used in SYA (not in SA). It is equivalenbtd in
English in the sense that it encodes a general procedure thataitengtre
inferential phase of the interpretation of the utterance inlwihioccurs. As with

but, the general procedure encodeddagsis implemented in different ways to
derive different interpretations: ‘denial’, ‘contrast’, ‘correcti and ‘cancellation’.

It will be argued that the different implementations of the gengratedure
encoded bypassresults in recovering meanings that correspond to the meanings

of the four DMs used in SA, namdbkinna bainama lakin andbal.
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The general procedure encoded ligsscould be treated as an abstract
instruction that leads the hearer/reader to derive furtheextors meanings. This
is compatible with Borderia’s (2008:1419) monosemy analysis of procedural
elements. Borderia argues that discourse connectives with procetkaalngs
are not polysemic (ambiguous) but rather monosemic (sense-genecaljdiAg
to this analysis, a procedural element has one basic meaning widehgoes
contextual modulation resulting in different (but related) contexhesdnings. As
far asbassis concerned, it would be argued thassencodes a general procedure
(an abstract instruction) that leads the hearer/reader teeddifferent meanings
in different contexts. The general procedure encodeddsgcould be put as
follows:

4) Treat the proposition communicated inlihssclause as a ‘contrast’ of an

assumption communicated in the preceding clause.

The procedural meaning of ‘contrast’ encodedhags could be considered a
general umbrella under which further sub-meanings (‘denial’, ‘corréctind
‘cancellation’) come. These sub-meanings are related in the thettigbey can all
be analysed in terms of ‘contrast’. What | seek to point out haéhaiscontrast’
is a general term that can take the more specific forndeaial’, ‘correction’ and
‘cancellation’ in appropriate contexts, as we will see in treeudision of the
different implementations of the general procedure encoddx$s The relation
between the general procedure encodetldssand its different implementations

is given in the figure below:



266

Bass(SYA)
GP = ‘contrast’

CM
Imp1 Imp2 Imp3 Imp4
‘denial’ ‘contrast’ ‘correction’ ‘cancellation’
ldkinna  (ainama bal) kakin)

Figure 10: Bass: general procedure and different implementations

On the polysemy side, Silva (2006) gives a polysemic analysis of the
discourse markerpronto in spoken Portuguese. He argues theinto is a
polysemic linguistic expression which has different meanings and fundtions
discourse. According to Silva (2006:2188)yonto can be used in spoken
Portuguese to indicate ‘concluding’, ‘agreeing’, ‘explaining’, ‘imposing’ and
‘summarising’.

As far as this monosemy/polysemy debate in discourse markeasctese
concerned, | claim that discourse markers in Standard and SymdcArsed in
this thesis, especiallfa andbassare best analysed in monosemic terms. As we
have seenfa in Standard Arabic has one general meaning (a single procedural
instruction) that can be implemented differently in different cdsetethereby
yielding different understandings of the use of those expressions. Ba the
different understandings are not different meanings of the expressamselves
(i.e. those expressions are not ambiguous). More generally my cleonsistent

with the fact that, given its focus on context and use, pragtheticy is able to
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explain how an expression (more strictly, the use of an expressionpe
understood in more than one way without being ambiguous. The same goes for
basswhich encodes a general meaningcohtrast but this general meaning is
understood in different ways as we will see in the next sectiooré&eioving to

that, | provide a very short syntactic description of the discourse mwkess
5.3.1. Syntactic analysis

The linguistic expressions Blakemore (1987,2002) analyses as semantic
constraints on relevance vary syntactically from coordinating conjunciaisas
but, to subordinating conjunctions such athoughto adverbs such aso and
therefore No matter what the syntactic identity of such expressioribayg, have
been treated (by Blakemore) as DMs that encode procedural encoding.

Most of the DMs used in SA and SYA belong to the three categaviess g
by Blakemore. As far abassis concerned, it is syntactically classified as a

coordinating conjunctiofl. Consider the following examples:

(5) '§-Sms  ata bass '5-gaw barid
the sun  shining but the weather cold
“The sun is shinimyt the weather is cold.”
(6) ‘umar bi-yiSrab ai§ bass zaid bi-fadel ‘agr
Omar drinks tea but Zaid  prefers juice

“Omar drinks teat Zaid prefers juice.”

“I Basscan also have utterance-initial uses as in (18revthebassclause is uttered by a different
speaker and in (21) and (22) wheessencodes a concept.
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As can be noticedhassin the above two sentences is used as a coordinating
conjunction. It links the two clausess-Sms &l‘a’and " g-gaw barid in (5): and
the two clausesdrinks tea’and prefers juicesin (6).

What distinguishebassas a coordinating conjunction is that it cannot be
pre-posed to initial position in the sentence. Unlike the subordinatingnooion
in (7), which can occur in both medial and initial position in theeseg,bassin

(8) can only be used in medial position:

(7) a. ba' bet-o0 la-'inn-0 fallas
sold-he house-his becausehe  got bankrupt

“He sold his houbecausehe got bankrupt.”

bla-'inn-o fallas ba’ bet-o
becausehe got bankrupt sold-he house-his

Becausehe got bankrupt, he sold his house.”

(8) *ass '5-gaw barid '§-Sms al'a
but the weather cold the sun  shining

*But the weather is cold, the sun is shining.”

As a coordinating conjunctiorhass cannot co-occur with other coordinating

conjunctions in the same sentence:

(9) a.kan _ammi bass ‘albo .ayyeb
was-he thief but his heart good
“He was thiblit good-hearted”
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b. *kan ammi w  bass ‘albo .ayyeb
*was+he thief and but his heart good
“*He was thiahd but good-hearted”

As can be noticed, (9a) is ungrammati¢sssandw* cannot occur in the same

sentence because they are both coordinating conjunctions.
5.3.2. ‘Bass’ as encoding a procedure

Due to the diglossic situation in Arabic, the four DMs refétein section 4.3.1,
I.e. lakinna bainama lakin andbal are not used in SYA. Instead, therbass—a
single DM, the different implementations of its general procedesailt in
recovering meanings equivalent to those carried by these four DMsal'deni
‘contrast’, ‘correction’ and ‘cancellation’. This section is dedote discuss how

this procedure is implemented to reach these different meanings.
5.3.2.1. ‘Bass’ and contrast

It has been argued in section 5.3 that ‘contrast’ is the generadprateneaning
encoded by the DNdassin SYA. In most casedassis used in its basic meaning
to indicate a ‘contrast’ between two states of affairs. 1s seinse, the meaning
encoded byasscorresponds to the meaning carried by the Edvhamaused in

SA. Consider the following example:

(10) mona profesora pami‘t  al-ghira bass zos-a ~ 8&ne' aldiyeh

Mona professor at university Cairdout husband-her maker shoes

42\Wain SA is used aw in SYA.
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“Mona is a professor at Cairo Univer&ity her husband is a shoemaker.”

Syntactically speakingyassin the above sentence is a coordinating conjunction
that links two clauses ‘mona profesora gami‘t al-gghira’ and ‘zg-a
sane‘atdiyeh’. In this sensehasshas the truth functional characteristic arfd
here. Howevelhasscontrols the relationship between the two clauses. The use of
bassin (10) plays a crucial role in the process of the utterancgoretation. It
guides the hearer to interpret the proposition irbEsclause as a contrast to the
explicature communicated in the first clause. In other words, theeguoal
meaning encoded byass would show the hearer/reader thadssclause is
relevant as a contrast of the proposition given in the preceding clause.

The procedural meaning encoded bgss does not contribute to the
explicit truth-conditional content of (10). The utterance is truend only if the
two propositions ‘Mona is a professor at Cairo University’ and ‘her mesima
shoemaker’ are true. So, on the explicit, truth-conditional level, (Djdvbe

equivalent to (11):

(11) mona profesora pami‘t al-ghira w zg-a 8ne' aldiyeh
Mona professor at university Caircand husband-her maker shoes
“Mona is a professor at Cairo Universityd her husband is a shoemaker.”

The procedural encoding dfass rather contributes to the implicit side of the
utterance interpretation. It leads to the implicature that tisemesense of contrast
between the two propositions. This sense would not be clear withoutehsf us

lexical indicator such asass
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5.3.2.2. ‘Bass’ and denial

‘Denial of expectation’ is one of the meanings recovered by implengetiie
general procedure encoded bgssin SYA. In this sense, this implementation
results in recovering a meaning that corresponds to the meaningdchy
lakinna in SA. Like lakinna, bass controls the implicit side of the utterance
interpretation. It indicates that the speaker has reasonsotlfat the optimally
relevant interpretation yields a proposition which is inconsisterih whe
assumption held by the speaker. This implementation of the general procedure

encoded byasscould be put as follows:

(12) Implementation 1:
The proposition communicated in biassclause denies and replaces an

assumption communicated in the preceding clause.

Consider the following example:

(13) _hled nasidi bass mano sam'‘an b-naoz
Khaled  musician but not hearing  about Mozart

“Khaled is a musicianot he has not heard of Mozart”

The implication communicated by the utterance of (13) is that ‘Khale
should have heard of Mozart because he is a musician’. This impmhcesti
derived by pairing the old contextual information ‘any musician should have

heard of Mozart’ and the given contextual information ‘Khaled is a musician’:
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(14) aContextual informationAny musician should have heard of Mozart.
bNewly presented informatioKhaled is a musician.

cConclusion Khaled should have heard of Mozart.

On the basis of the contextual information in (14a) and the newlenisss
information given in (14b), the implication in (14c) is denied by the prapaosit

communicated in thBassclause ‘mano sam‘an b-moz.

5.3.2.3. ‘Bass’ and correction

The second implementation of the general procedure encodbdslyin SYA,
guides the hearer to derive the meaning of ‘correction’ whidarnged bybal in

SA. Consider the following example:

(15) Ahmad: Slon kan fahs ’in-nahu miarih?

How was exam syntax yesterday?

Khaledbass ’'ana ma kan ‘ind fals mlarih

but I not was have exam yesterday

“Ahmad: How was your syntax exam yesterday?”

“KhaledBut | did not have an exam yesterday.”

In the above example, Ahmad is asking his friend Khaled about his syatax e
thinking that he did it yesterday. Khaled’s reply, which is starteddygiass
shows that Ahmad’s assumption is not correct. This implementatiobecaut as

follows:
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(16) Implementation 2:
The proposition communicated in lassclause corrects and replaces an

assumption communicated in the preceding clause.

Like bal in SA, bassin SYA works as a correction marker which is used by the
speaker to correct a previous assumption in discourse. The procadadee by
bassin (16) helps the hearer/reader interpret Khaled's reply @sraction and
replacement of the assumption communicated by Ahmad’s question. Thie othe
three DMs in SAlakinng bainamaandlakin cannot be used here because they do

not carry the meaning of correction:

(17) }akinna | did not have an exam yesterday.
*Bainamal did not have an exam yesterday.

*Lakin | did not have an exam yesterday.

Unlike the first implementation of the general procedure encoddaaby this
implementation does not involve a denial-of-expectation meaning. Khateat is
denying the assumption communicated by Ahmad’'s question, but rather
correcting it.

Similar to the meaning encoded bgssin (10) and (13), the meaning
encoded bybassin (15) does not contribute to explicit side of the utterance
interpretation but rather to the implicit side. The notion of ahwa is
inferentially worked out by implementing the procedure encodeblalsg Apart
from the lexical meaning dbass nothing in what is said tells us that Khaled’s

reply is a correction of Ahmad’s assumption.
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5.3.2.4. ‘Bass’ and cancellation

Bassin SYA, can be used in an initial position in discourse in a amuilay to
lakin in SA. Likelakin, bassin this use introduces a clause which communicates a
proposition that cancels and replaces another proposition in tHeyselscourse.
This leads us to the third implementation of the general procedemeed by
bass

(18) Implementation 3:
The proposition communicated in lassclause cancels and replaces an

assumption communicated in the preceding clause.

Consider the following example:

(19) a.amad 8b kwayyes Kl yom hilr ‘ala gilo

Ahmad chap nice every day go on his work
'Is-3'a tmaneh issbih  w birga* is-8'a  thateh

o’clock eight morning and come back o’clock three
il-mas Kkl rifat-o bi-fbb-o w  bitrmu
o'clock all his colleagues loves him and respect him
muio bis-Sil araflo mukafa'a 3000 leraris
his manger at work gave a reward 3000 pound Syrian
la-'inno an mabst minn-o kit ki hamm-o
because was  happy from him  alot all his care

yidom waano w yikn ‘nor fa“al fh il-natTa
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serve his home and be member effective init in fact
amad namaag liS-Sab is-souri il-miik
Ahmad exammple chap Syrian  sincere

bbass ahmad halla’ tarak balado w safar _dhlgh

but Ahmad now left his country and travelled to the Gulf

b-"id ‘amal ildiTa  @tbo b-srya kKir  ‘alil
contract job in fact his wage  in Syria very low

iz-zalameh baddo yizzgwa w yiftah  beit w yistiri

the man needs marry and open house and buy

sayyarah w ftieb il-i bi-yald-o  bi-&rya hkzem

car and thesalary which takesit in Syria.  must

ywaffir  atbo itin ~ sineh la-yi'dir ye'mil heik

save his salary thirty years to be able do this

a. Ahmad is a good guy. He goes to work everyday at 8:00 am and comes
back at 3:00 pm. All his colleagues love and respect him. His manager paid him
an extra 3000 Syrian Pounds as a reward because he is happy about his
performance at work. All what Ahmad cares about is to be good and active

member in the society. Ahmad is really an example for the Syrian sincere guy.

b. But Ahmad has left the country now and headed to the Gulf region after he
got a job contract. In fact, his salary in Syria was very low. He wants to get
married, buy a house and have children. If he wants to do so in Syria, he has to

save all his salaries for 30 years.
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As can be noticedyassin (19b) introduces a new paragraph. The proposition(s)
in this paragraph relates to other proposition(s) in the uewviliscourse. Unlike

the first and the second implementations of the general procedure encduess by
this implementation does not involve a ‘denial of expectation’ oréotion’. The
proposition(s) in (19b) does not deny expectation or correct proposition(s)
communicated in (19a) but rather cancels the contextual impheatd this
proposition(s) because the information provided by the speaker in this
proposition(s) is either insufficient or not what is expected by the hearer.

It has been argued thabssencodes a general procedural meaning of
‘contrast’” which can be implemented in different ways to derivehéursub-
meanings: ‘denial’, ‘correction’ and ‘cancellation’. If this angent is true, then
these three further sub-meanings should have something in common lbeguse
are derived from the same procedure. It can be noticed that ttivese sub-
meanings can be analysed in ‘contrast’ terms. For example, it coatdued that
the proposition communicated in thmssin (13) contrast with assumption
communicated in the preceding clause. The correction meaning demi\(@8)i
can also be analysed as a contrast between the proposition conmetunicthe
bassclause and the one in the preceding clause. The same goes for the

cancellation meaning derived in (19).

5.4. Other uses of ‘bass’

What it is interesting abounassis that it can encode conceptual meaning as well.

There are three extra meanings encodetdassin SYA, which are not encoded
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by any of the four equivalent DMs in SA, nam&kinna bainama lakin or bal.
In addition to the procedural meaninghEssdiscussed in section 5.Basscan
encode the meaning of ‘only’ and ‘enough’ (or ‘stop it"). Consider the fatigw

examples:

(20) ‘ind-o tlat fal bass
has-he three childreonly

“He has three childrenly.”

(21) bass Sabb il-wa’it  hlis, ’'da samato htto ’lamkon.
enough guys time over if you please put pens-your

Enough guys! Time is over. Please put your pens down!”

(22) bass ya walad naza‘-t £11413]
Stopit! oh boy broke-you my mobile
Stop it boy! You broke my mobile phone.”

Bassin (20), (21) and (22) does not encode procedural meaning. It does not
contribute to the inferential implicit part of the interpretation of theseamtes as
it does in (10), (13), (15) and (19). In (20), (21) and (22), it has aeptural
encoding; it carries the meaning of ‘only’, ‘enough’ and ‘stop it’. Thisceptual
meaning contributes to the truth-conditional content of the utterangbichbass
occurs. In this respediasscan stand alone as an utterance.

In this respectbassin SYA is different from the four equivalent DMs in

SA in the sense that the four DMs are purely procedural volaigsin SYA is
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conceptuo-procedural linguistic expression. None of the four DMs inc&A

encode the conceptual meaning encodeblasg

(23) a. *He has three childrizkinna (bainama, lakin or bal).
b. takinna (bainama, lakin or bal) guys! Time is over. Please put your
pens down!

c. fakinna (bainama, lakin or bal) boy! You broke my mobile phone.

To sum up, the meaning encodeddagsin SYA is conceptuo-procedural.
On the procedural levelpass encodes a general procedure that can be
implemented to derive different meanings—equivalent to the meannugslied
by the four DMs in SA. On the conceptual level, unlike the four DMSAnbass
in SYA has conceptual meaning which contributes to the truth-conditiona

propositional content of the utterance in which it occurs.

5.5. ‘la-heik’, ‘la-ha-sabab’, ‘ma‘'n at-o’ and ‘bi-itt alr’

These are four DMs used in SYA. The first two markers encodesatity’
between the two elements they connect, while the second two etogidal
(inferential) consequence’ between two propositions in discoursee aglixsee
in the course of this section. It could be argued that these fourt@ther are
equivalent tofa in SA, in the sensda encodes both ‘causal’ and ‘logical’
(inferential) consequence between two propositions. The claim isliteta,
these four DMs encode procedural meaning that constrains thereta¢ign of

the utterances in which they occur.
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The argument will be that the procedural meaning encoded by theviirst t
markersla-heik andla-ha-sabalis slightly different from the procedural meaning
encoded by second two markens'nat-oandbi-ittalz. With the first two markers,
the procedure encoded leads the hearer to derive the concept afitgawhich
contributes to the explicit propositional truth-conditional conterthefutterance.
With the second two markers, the procedure encoded constrains the ohoic
contextual effects to reach the intended interpretation conssitérthe principle
of relevance. Unlike the first type of procedural meaning, this tiges not
contribute to the explicit propositional truth-conditional contenthef utterance
but rather to the implicit side as will be demonstrated in section 5.5.2 and 5.5.3.

The claim that DMs have different types of procedural meaning is
acknowledged by Blakemore (2002:148). She maintains that thevBIMdoes
not encode a procedure in the same waybats and so do. According to
Blakemore (2002:143), the procedure encodedvbly encourages the hearer to
renegotiate the context (look for contextual assumptions he has ket |far).

Consider her example (108) used here as (24):

(24) A: Anna’s much taller than Verity.

BWell, she is two years older.

Blakemore argues that the ‘renegotiation’ of context is a consegwénc
the hearer recognition of the speaker aiming at optimal releviheeause ofvell
encourages the hearer to recognize a contextual assumption the fjgdiekes

the hearer should recognize as relevant but he did not.
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It is noticed that the procedure encodedwisil in the above example
differs from that encoded dyut andsoin the sense that it does not put constraints
on the cognitive effects of ‘contextual implication’ or ‘contradinti and
elimination’. Given that, Blakemore (2002:122) acknowledges that heuatof
semantic constraints on relevance should be broadened to incerponatraints
on context as well as on cognitive effects.

| believe that Blakemore’s account of procedural meaning should be
broadened to account for the non-inferential uses of some conceptuptly-em
linguistic expression such @ Sohas been extensively analysed and quoted in
the literature as encoding a procedural meaning of contextual imghcdti
guides the hearer to infer that the proposition communicated inotlosvihg
clause is a ‘conclusion’ to the proposition in the preceding cldimsever, the
other use ofo (causako) is non-inferential. It does not guide the hearer to follow
any inferential routes in deriving the cognitive relations betwkertwo clauses.
Causal relations as such are non-inferential. Consider the fojogiample to

show the subtle difference between the two procedures encoded by

(25) a. He fell off his biké&so he broke his leg.
b. He broke his le§o he fell off his bike.

Sois procedural in both utterances (25a) and (25b). However, no one can deny
there is a difference in meaning between the two utteranct® first utterance,
so encodes a non-inferential procedure which helps the hearer to reach th

‘concept of causality’ communicated in the utterance. Themetising inferential
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here because the proposition communicated in the second clause isa natur
‘result’ of the ‘cause’ given the first clause. By contréis¢ procedure encoded by

so in the second utterance is inferential. There is no naturale-cHtext
relationship between the two propositions communicated in theaficstsecond
clause. The procedure encodedsmyguides the hearer to establish the cognitive
relationship between the two propositions. As far as the four Davise{k la-ha-
sabal ma‘'nat-o andbi-ittal7) used in SYA are concerned, it would be claimed
that the procedure encoded by the first two is non-inferentidéwhe procedure

encoded by the second two is inferential:

(26) a. He fell off his bikd.a-heik (la-ha-sabal) he broke his leg.
b. *He fell off his bikeMa'n at-o (bi-itt alt) he broke his leg.

(27) a. He broke his lella‘n at-o (bi-itt alt) he fell off his bike.
b. *He broke his lega-heik (la-ha-sabal) he fell off his bike.

In Blakemore’s account of procedural meaning, a sort of paralleliasn
assumed between ‘procedural’ on the one hand and ‘inferential’ on thre Ttlee
procedural meaning encoded by the linguistic expressions she uses puts
constraints on the inferential phase of the utterance interpretbiiovever this
parallelism does not hold in all cases. In the case of caaddle procedure does
not constrain the inferential relation between two propositions bgrralirects
the hearer to derive the concept of causality; what is represdmntethe
proposition communicated in the second clause is a direct resuie toatise

represented by the first clause. This can account for the thaitrthe procedure
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of la-heik andla-ha-sababon the one hand and the procedurenafnat-o andbi-
ittalr are not encoded in the same way. The latterfésential while the former is
non-inferential

As is the norm in this thesis, | provide a brief syntacticdeson of these

linguistic expressions before moving to discuss their procedural meaning.
5.5.1. Syntactic analysis

These four DMs have one thing in common, i.e. they are all compound
expressions. The first DNB-heik consists of two morphemeka®® which is a
preposition used in SYA equivalent tor or to in English andheik which is a
complementiser (translated #sat in English). The second DMa-ha-sabab
consists of three morphemes: the prepositerffor or to), the demonstrative
pronounha* (this) and the wordsabab(reason. The third DMma‘nat-o consists

of two morphemesma’nat (means) and the pronowor(it). The fourth DMbi-ittal?
consists of the prepositidn (by) and the wordttalr (consequence). Given that,

the literal translation of these four DMs is the following:

(28) ala-heik = for that

bla-ha-sabab= for this reason

*3This corresponds tdin SA:

i.’ata ‘umar al-galma li-zaid
gave Omar the pen to-Zaid
“Omar gave the pen Zaid.”

ii. saraft-u  kull nuqud- li-‘agli-ka
spent-I all  money-my for-sake-your
“I spent all my monefpr your sake.”

44 This corresponds to hadn SA.
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cma‘nat-o = it means

dbi-itt ali = by consequence

We will see that each of these four DMs, regardless ofdtepound
nature, works syntactically and semantically as one unit, equivaldatinoSA
andsoin English. On the semantic level, it will be argued that eaclobtteese
markers puts constraints on the inferential part of the utteiaterpretation; on
the syntactic level, these expressions will be treated as adverbs.

As far as the syntactic status of these DMs is concerney,cinnot be
used as sub-ordinating conjunctions. Unlike sub-ordinating conjunctions, these
expressions cannot be preposed with their clauses to the pusdion in the

sentence they are used in. Consider the following examples:

(29) a.wa'a' ildres min 4in-o0 la-heik ’inkasar E&hl-o
fell the knight  off horse-tse broke ankle-his
“The knight fell off his horsgo, he broke his ankle.”

b. wa'a’ ildres min $an-o la-ha-sabab 'inkasar Ehl-o0
fell the knight off horse-hso broker ankle-his
“The knight fell of his horsgo, he broke his ankle.”

(30) a.‘'umar musigi ma‘nat-o huwe samh b-moart
Omar  musicianso he hearing by-Mozart
“Omar is a musiciédn, he has heard of Mozart.”

b. ‘umar  musigi bi-ittali huwe saman b-moazrt
Omar  musicianso he hearing by-Mozart

“Omar is a musicid®n, he has heard of Mozart.”
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The clauses introduced by these four DMs cannot be preposed db position

as can be noticed below:

(31) a. ta-heik he broke his ankle, the knight fell off his horse.
b. ta-ha-sababhe broke his ankle, the knight fell off his horse.
c. Ma‘'nat-o Omar is a musician, he has heard of Mozart.
d. Bi-itt alt Omar is a musician, he has heard of Mozart.

These four DMs are not coordinating conjunctions either; they casdie
side by side with another coordinating conjunction suchwagConsider the

following examples for illustration:

(32) a. The knight fell off his horgela-heik he broke his ankle.
b. The knight fell off his horsela-ha-sababhe broke his ankle.
c. Omar is a musicianbi-itt alt he has heard of Mozart.

d. Omar is a musicianma‘nat-o he has heard of Mozart.

As can be noticed, these DMs are neither sub-ordinating conjunctions nor
coordinating conjunctions. The best category describing such expressions is
‘adverbs’. Such expressions can be used with other adverbs (sincmediately

andpossibly in the same sentence:

(33) a. The knight fell off his hordea-heik, immediately he broke his ankle.
b. The knight fell off his hordea-ha-sabah immediately he broke his
ankle.
c. Omar is a musicidBi-itt alt, possibly he has heard of Mozart.

d. Omar is a musiciavia‘'n at-o, possibly he has heard of Mozart.
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5.5.2. ‘la-heik’ and ‘la-ha-sabab’ as procedures

As we have seen in the previous chapter ‘causality’ and ‘Ibg@mesequence’ are
two meanings (among other meanings) derived by the implementation of the
general procedure encoded fgyin SA. In this respect, | claimed thé is
equivalent tasoin English, which is known to encode these two types of meaning.
As far as these four DMs used in SYA are concerned, it wilirigaed that they
encode procedural meaning in the same ws@yandfa do. La-heik and la-ha-
sababencode a procedural meaning which leads the hearer to recocentiept
of ‘causality’ in the utterance in which these two markersuaesl. In this sense,
the contribution made by these two markers affects the truthicorali
(propositional) content of the utterance and thus, they will be alaseutting
constraints on the explicit side of the utterance interpretaé@gpli¢ature) in a
similar way to what we have in the case of ‘cawshl The other two markers
ma‘nat-o and bi-ittali encode a procedural meaning which does not affect the
truth-conditional content of the utterance in which they occur, buterat
constrains the inferential implicit side of the utterancerpmégation (implicature).
This section discusses the procedural meaning encoddd-lmsik and la-ha-
sabab and the next section is devoted to investigate the procedural meaning
encoded by the other two DMs.

The procedure encoded by the two Didsheik andla-ha-sababinstructs
the hearer to recover the concept of ‘causality’, which is notepinally encoded
by the DMsla-heik or la-ha-sababbut rather derived by applying the procedure

encoded by these two markers:
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(34) Treat the proposition communicated byléhkeik (la-ha-sabaly-clause

as an ‘effect’ to the ‘cause’ represented by the first clause.

Consider the following example:

(35) a. The knight fell off his hordea-heik, he broke his ankle.
b. The knight fell off his hordea-ha-sabalh he broke his ankle.
The procedure encoded latheikandla-ha-sabahin (35a) and (35b) instructs the

hearer to interpret the proposition in the second clause affeat to the cause
represented in the first clause. The procedure in this case isfieoential; it
contributes to the truth-conditional content of the utterance and thusatosishe
explicit side of the interpretation (explicature). Utterancesasoimg such DMs

can come under the scope of logical operators such as ‘if then’

(36) a. If the knight fell off his horse aladheik he hurt his ankle, then he

should be taken to hospital.

b. If the knight fell of his horse alaeha-sababhurt his ankle, then he
should be taken to hospital.

5.5.3. ma‘n at-o and bi-itt al7 as procedures

The procedure encoded loya‘nat-o and bi-ittalz is slightly different from that
encoded bya-heik andla-ha-sabab This procedure instructs the hearer to find
the cognitive inferential relation between the two propositions it connects. In other

words, it guides the hearer to see how the proposition communicateddigube
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these two markers introduce achieves relevance towards the pmposit

communicated in the first clause. In this sense, the procedufersntiat

(37) a. Omar is a musicidBi-itt ali, he has heard of Mozart.

b. Omar is a musicidvia‘n at-o, he has heard of Mozart.

The procedure encoded byittalr andma‘nat-o in (37a) and (37b) instructs the
hearer to interpret the proposition in the clause they introdsic@ ‘conclusion’
derived on the basis of the proposition expressed in the firstecland an

assumption supplied by the hearer from context:

(38) a. Omar is a musician. (Prel: communicated in the first clause)

b. All musicians must have heard of Mozart. (Pre2: supplied by hearer)

c. Omar has heard of Mozart. (Con: derived from Prel and Pre2)
By combining these two premises—the proposition given in (38a) and the
assumption given in (38b), the hearer will be able to derive the camtlgsien
in (38c). Thus, the procedure encodedng'nat-o and bi-ittali constrains the
hearer’s choice of contextual information to reach the cognitieetefThe use of
these two markers guides the hearer to supply the external assump{88b) in
order to reach the conclusion and eventually the interpretation whicmssstent
with the principle of relevance.

There are three main differences betwkeheik (andla-ha-sabal on the

one hand antha‘nat-o (andbi-ittalz) on the other hand. The first difference is that

unlike ma‘nat-o, la-heik cannot occur without an immediate linguistic antecedent.
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Compare the acceptable usenwd'nat-o in (39a) with the unacceptable usdaf

heikin (40b):

(39) a. There is five pounds in my wallet.

bMa'n at-o, you did not spend all the money

(40) a. There is five pounds in my wallet.
b.ta-heik, you did not spend all the money
The acceptability oma‘'nat-o in (39b) and the unacceptability latheik in (40b)

can be attributed to the fact thatheikis only used to encode the representational
(propositional) concept of ‘causality’, whilena‘'nat-o encodes inferential
consequence. The second difference is that in some situations, themasaabio

Is acceptable, whereas the uséadfeikis not. Consider the following example:

(41) a. Take the first turn on your right hand.

bMa'n at-o | should walk for about three minutes.

(42)  a. Take the first turn on your right hand.
b.ta-heik, | should walk for about three minutes.

The unacceptability da-heikin (42b) can be attributed to the féatheikis only
used representationally not inferentially. By contrash 'nat-o in (41b) is used
inferentially in the sense that it confirms (or strengtheh®) televance of
proposition expressed in the previous utterance. The third andsthaiffarence
betweenla-heik and ma‘nat-o is that the latter (but not the former) is used in
situations where the hearer is unable to see the significanebabfthe speaker

says. In this usena‘nat-o communicates the meaning of ‘'so?’ or ‘so what?’:
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(43)  S1: Omar will not be able to attend the party tonight.
S2Ma‘n at-0?

(44) S1: Omar will not be able to attend the party tonight
S2: fa-heik?

5.5.4. Some differences between ‘fa’ and these mar kers

Although the meanings encoded by the four Oibeik la-ha-sabab ma‘nat-o

and bi-ittali in SYA can be derived by the implementation of the general
procedure encoded b in SA, there are some morphological, syntactic and

semantic differences betwetmand these four DMs. On the morphological side,

we have seen thda is used as a bound morpheme (prefix) attached to the first
word in the second conjunct or clause. However, these markers eme fr

morphemes. Consider the following examples repeated here for convenience:

(45) Ahmad had his lunda-drank a cup of tea.

(46) a. The knight fell off his hordea-heik, he broke his ankle.
b. The knight fell off his hordea-ha-sabah he broke his ankle.

47) a. Omar is a musiciavia‘n at-o, he has heard of Mozart.
b. Omar is a musiciddi-itt alt, he has heard of Mozart.
On the syntactic level, we have seen in the last chaptefatisabften used
as a coordinating conjunction. However, it can be used as an adverb which

introduces an independent clause. By contrast, these four DMs cannotlssuse
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coordinating conjunctions. They are only used as adverbials. Givenhbsg t

four DMs cannot be used instead@in (63) and (65) of chapter four:

(48) a. *I saw Ahmalh-heik Khaled.
b. *I saw Ahmald-ha-sababKhaled.
c. *I saw Ahmanha‘nat-o Khaled.
d. *I saw Ahmaldi-itt alt Khaled.
(49) a. *Omala-heik Zaid came to the party.
b. *Omala-ha-sababZaid came to the party.
c. *Omama’‘nat-o Zaid came to the party.
d. *Omabi-itt alt Zaid came to that party.

On the semantic level, not all the meanings encoddd bye encoded by
these four DMs. As it has been argukedin SA encodes a general procedure that
can be implemented by the hearer to derive the meanings of ‘sequgntiali
‘immediacy’, ‘non-intervention’ and ‘causality’ as well as the l@giconsequence
encoded byfa when it is used as an adverb to introduce an independent clause.
These four DMs just encode two of these meanings encode@ bgmely
‘causality’ and ‘logical (inferential) consequence’ as has be@modstrated in
examples (29) and (30) of this chapter. Given that, (99) and (113) of chagzer

be used with these four DMs insteadaf

(50) a. Khaled insulted Monlaa-heik, she left the party.
b. Khaled insulted Moniaa-ha-sabal she left the party.

(51) a. Omar can score in every gama’n at-o, he is an excellent player.

b. Omar can score in every gaBiett al1, he is an excellent player.
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The meanings of ‘sequentiality’ (temporal ordering), ‘immediacy’ and
‘non-intervention’ derived by implementing the general procedure encodé&d by
in SA, are not encoded by these four DMs. It is unacceptable to thave

utterances of (52) (53) and (54) below with these four referred to DMs:

(52) a. *Ahmad came ia-heik sat down on the chair
b. *Ahmad came Ia-ha-sababsat down on the chair
b. *Ahmad came ma‘nat-o sat down on the chair
c. *Ahmad came Mi-itt alt sat down on the chair
(53) . *She handed me the kndeheik | cut the bread.

. *She handed me the knideha-sababl cut the bread.
. *She handed me the kmfa‘'nat-o | cut the bread.
. *She handed me the krbfdtt alt | cut the bread.

o o o 9

(54) a. *Omar visited Damasdasheik Baghdad.
b. *Omar visited Damasdasha-sababBaghdad.
c. *Omar visited Damasaomsi‘nat-o Baghdad.

d. *Omar visited Damasduisitt alt Baghdad.

5.6. Conclusion

Bassin SYA is similar tobut in the sense that both DMs encode a general
procedure that can be implemented to derive different interpretatd the
utterance in which it occurs. The implementation of such procedureesniel
hearer to derive four different meanings: ‘denial’, ‘contrast’, rection’ and

‘cancellation’. These four different meanings are representefbloydifferent
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lexical expressions in SA, while they are not English. The bigrdifice between
bassandbutis thatbasscan stand alone as an utterance whdyatsannot.

As for the other set of DMs discussed in section 5.5, it has baened
that the first two markersla-heik and la-ha-sabab encode non-inferential
procedure (causality) while the second tw@'nat-o andbi-ittali encode logical

inferential consequence.
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Conclusion

This thesis was a scrutiny of the use of discourse markers irsEm=gld Arabic.
The theoretical framework used in this thesis was Sperber alson/gi (1995)
Relevance Theory. Discourse markers in Arabic have been analybee with
Blakemore’s (1987, 2002) account of procedural meaning.

Under the theoretical framework, several related notions have been
discussed. Grice’'s explicit/implicit distinction, developed in terno
explicature/implicature distinction in Relevance Theory, has beasstigated in
great length in this thesis due to its close relation to (andasuladtimpact on)
the procedural meaning encoded by some discourse markers. Blakerh®8&s (
early work on the procedural meaning argued that some discourse sremkede
procedural meanings that put constraints on the implicit side of tbeamnte
interpretation. However, subsequent research (Wilson and Sperbersh@®a)d
that the procedural meaning encoded by some linguistic expressions, ssuch a
personal pronouns can constrain the explicit side of the utteramcpraiation.
This thesis even showed that some linguistic expressions can qofsttiaithe
explicit and the implicit side of the utterance interpretatiois #se case witlfa in
Standard Arabic.

Grice’s notion of conventional implicature was also discussed dtleeto
fact that the whole notion of procedural meaning could be seen astiameo (or
rather replacement of) this notion.

The conceptual/procedural distinction and its relation to the -truth

conditional/non-truth-conditional distinction was discussed in dethik Thesis



294

argued against the alleged parallelism between these two tiligigiclt agreed
with Wilson and Sperber’'s (1993) claim that what is procedural catmubie
conditional and what is conceptual can be non-truth-conditional.

The thesis also discussed other frameworks used for the anafysis
discourse markers such as Coherence Theory and Conversation Analysis The
It argued that Relevance theory offers a better and more idaakvrork for
analysing discourse markers than these two theories.

The analysis of Arabic discourse markers in this thesis bedefibm
Blakemore’s (1987, 2002) analysis of discourse markers in English as encoding
procedural meanings. According to Blakemore, discourse markers encode
procedural meanings that constrain the inferential phase of thprattgron of
the utterances in which they occur. The procedure encoded by a discotkee ma
controls the choice of context under which the utterance, camgainiis relevant.

That is why she calls them ‘semantic constraints on relevance’.

As far as Arabic is concerned, the discussion dealt with diseauarkers
used in Standard Arabic as well as Syrian Arabic. The reasdnmaissome
discourse markers used in Standard Arabic are not used in Syrigic Ana vice
versa. For exampldakinna bainama lakin and bal are used only in Standard
Arabic, whilebassis used in Syrian Arabic instead. The same goeffahich is
used only in Standard Arabic, whila-heik la-ha-sababh ma‘nat-o and bi-ittalz
are used only in Syrian Arabic.

The purpose of discussing discourse markers in both Standard and Syrian

Arabic was to reply to AL-Khalil's (2005) claim that discoursarkers are only
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used in the colloquial form of Arabic. Data in this thesis show dscourse
markers can be used both in colloquial and standard forms of Adabtbis
respect, Syrian Arabic was chosen as one representative of tbgutadlArabic.
The choice of these ten discourse markers was due to ththdadhey can be
compared and contrasted with Blakemore’s two famous discourse B)dker
andso. In this concernbass lakinna bainama lakin andbal could be considered
as counterparts dfut And, fa, la-heik la-ha-sabab ma‘nat-o and bi-ittalr are
counterparts ofo.

The major claim in this thesis was tlatin Standard Arabic anbassin
Syrian Arabic encode general procedures that can be implementedivie der
different meanings. For example, the general procedure encodessbgan be
implemented to derive the meanings of ‘denial’, ‘contrast’, ‘coiwattand
‘cancellation’. By the same token, the general procedure encodéal dan be
implemented to derive the meanings of ‘sequentiality’, ‘immediacggn-:

intervention’ and ‘causality’.
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